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Abstract

Highly dispersive nature of ultra-wideband (UWB) channels makes time of arrival (TOA) esti-
mation extremely challenging, where the leading-edge path is not necessarily the strongest path.
Since the bandwidth of a received UWB signal is very large, the Nyquist rate sampling becomes
impractical, hence motivating lower complexity and yet accurate ranging techniques at feasible
sampling rates. In this paper, we consider TOA estimation based on symbol rate samples that
are obtained after a square-law device. An adaptive threshold selection approach based on the
minimum and maximum values of the energy samples is introduced, and optimal values of the
thresholds for different signal to noise ratios (SNRs) are investigated via simulations. Theoreti-
cal closed form expressions are derived for mean absolute TOA estimation error, and compared
with simulations using IEEE 802.15.4a channel models.
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Abstract— Highly dispersive nature of ultra-wideband (UWB) strongest path [7]; however, the information included ie th
channels makes time of arrival (TOA) estimation extremely paths after the strongest path were neglected, which can be
challenging, where the leading-edge path is not necessarily the sad to enhance strongest path detection. In [8], the lgadin

strongest path. Since the bandwidth of a received UWB signal is - . : h ;
very large, the Nyquist rate sampling becomes impractical, hence edge detection problem is taken as a break-point estimation

motivating lower complexity and yet accurate ranging techniques Of the actual signal itself, where temporal correlatiorsiag
at feasible sampling rates. In this paper, we consider TOA from the transmitted pulse is used to accurately partition t
estimation based on symbol rate samples that are obtained after received signal into two zero-mean Gaussian distributae-ti
gazggafﬁliwed%/ilgﬁﬁuﬁl Zﬂgpm’gxfgrﬁﬁqh"v'gus.fs'eﬁ,tf'ot?] :‘pg’r:g?(’h series with different covariance matrices. In both [7], [83ry
samples is introduced, and optimal values of the threshol%)é .h'gh sampling rates were considered, Wh'Ch.'S not_practlcal
for different signal to noise ratios (SNRs) are investigated via in many scenarios; a threshold-based technique with lower-
simulations. Theoretical closed form expressions are derived rate samples was discussed in [9]. In another lower sampling
for mean absolute TOA estimation error, and compared with rate approach, a two-step ranging algorithm is considered,
simulations using IEEE 802.15.4a channel models. where an energy detection step gives coarse informationtabo
the signal’'s whereabouts, and a correlation based appiieach
applied into the detected energy block(s) for refinement.[10
High time resolution is one of the key benefits of ultra- Due to above practical concerns and limitations, energy
wideband (UWB) signals for precision ranging. Due to exdetection based ranging becomes more feasible. Even though
tremely short duration of transmitted UWB pulses, UWB reit suffers more from noise due to a square-law device, energy
ceivers, as opposed to typical narrow-band wireless rergiv detection does not require accurate timing or pulse shapes.
enjoy being able to observe individual multipath composgntOnce collecting the energy samples at the output of a square-
and the accuracy of TOA estimation is characterized by hdaw device, the TOA estimation can be considered as a
finely the first arriving signal path is identified, which magtn problem of leading edge detection (or change/break-point
be the strongest. detection) in noise. In this paper, we consider TOA estima-
UWB receivers typically have to operate at very low santion of the received signal based on symbol-rate samples,
pling rates. This makes it difficult to effectively captuteet and analyze via theory and simulations the performance of
energy at each individual multipath component using Rallreshold based leading edge detection techniques. A simpl
receivers, as it is extremely difficult to synchronize toletap. normalized threshold comparison (TC) approach is proposed
A chip-spaced sampling of the channel can be used to detettere only the minimum and maximum energy values are
the chip-spacedbservation of the channel impulse responseused. Dependence of the optimum threshold and mean absolute
(CIR), which typically carries a fraction of the availablesegy error (MAE) on signal to noise ratio (SNR) and channel model
of the actual CIR. Note that higher rate samples (such are investigated. Theoretical expressions for MAE arevddri
chip-rate or frame-rate) can be achieved by using symbdébr the fixed threshold case, and compared with simulations.
spaced sampling and multiple training symbols, and slgiftirAlso, maximum energy selection (MES) algorithm, as well as
the signal by desired sampling period at each symbol. AmotHdES supported with search-back step (MES-SB) are analyzed,
practical concern is the requirement to have a-priori keolge and dependence of optimal search-back window to the SNR is
of the received pulse shape for match filter implementatiodemonstrated. Simulation results reveal the performaaciet
which may change from an environment to another amudf’s of the algorithms for different channel models anddio
even between different multipath components [1]. Thersforsizes.
it is difficult to exactly match to the received pulse-shape,
especially when considering the analog implementations of Il. SYSTEM MODEL
the template waveforms. Let the received UWB multipath signal be represented as
Typical approaches for UWB ranging in the literature are oo
based on matched filtering (MF) of the received signal. Gorre .,y _ _ Y TN
sponding the time index that maximizes the MF output to the rlt) = Z djwmp(t = Ty = ¢Te = Tioa) + 1) (1)
TOA estimate is probably the simplest ranging technique [2]
[6]. These approaches have limited TOA precision, as tméere frame index and frame duration are denoted layd
strongest path is not necessarily the first arriving path. Wy, N, represents the number of pulses per symiplis the
order to determine the leading edge of a received signahip duration, T is the symbol durations,,, is the TOA of
Lee and Scholtz proposed to use a generalized maximutine received signal, and/;, is the possible number of chip
likelihood (GML) approach to search the paths prior to thegositions per frame, given by, = T/T.. Effective pulse

I. INTRODUCTION
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L B ; : as the maximum energy block [11].

i et where () i the receiied UWE e ™ cccaied sampios can be aso compared to an appropr
fading coefficients and delays of the multipath componenfd€ threshold, and the first threshold-exceeding sample in-
respectively. Additive white Gaussian noise (AWGN) wit ex can be corresponded as the TOA estimate, ty€. =
zero-mean and double-sided power spectral denéjty2 and |min{n|z[n] > £} — 0-5} Ty, where ¢ is a threshold that
varianceo? is denoted byn(t). No modulation is considered must be set based on the received signal statistics. Given th
for the ranging process. minimum and maximum energy sample values, the following

In order to avoid catastrophic collisions, and smooth theormalized adaptive threshold can be used (see Fig. 2)
power spectral density of the transmitted signal, timegiag

codesc!”) € {0, 1,..,N), — 1} are assigned to different Enorm = ’E_mm{z[.n]} . @)
users. Moreover, random-polarity codése {+1} are used max{z[n]} — min{z[n]}

to introduce additional processing gain for the detectibn @ptimal value of¢,,,,.. (i.e., £,,:) changes depending on the
desired signal, and smooth the signal spectrum. SNR as discussed later in the paper.

. . . In order to improve the performance of the TC in low SNRs,
A. Sampling of the Received Sgnal After a Square-law Device e energy samples prior to the maximum should be searched.

In the sequel, we assume that a coarse acqui?ition)on Trtee TOA estimate with a thresholding and backward search is
order of frame-length is acquired in (1), sugh, ~ U(0,T%), ; ; _ [ . p _ _
wherel/((.) denotes the uniform distribution. As for the éearcﬁhen given by arps—sp = [min{n|2[n] < &} =0.5+ (s
region, the signal within time fram&} plus half of the next w, — 1)}Tb, wherez[n] = [,z[nmam — Web) 2[Nmaz — Wsb +
frame is considered to factor-in inter-frame leakage due t? . .
multipath, and the signal is then input to a bank of squane-lal] - Z[”maz]}- Search-back window in number of samples
devices each with an integration interval Bf (see Fig. 1). is denoted byw,;,, which is set based on the statistics of the

The number of samples (or blocks) is denoted My = channel, and i§Wg,ns/T,] with W, denoting the window
%% andn € {1, 2,..., N} denotes the sample index withsize in time units. Note that the accuracy of this approach
respect to the starting point of the uncertainty region vt iS also limited by the accuracy of the MES. The basic TOA
sampling interval oft, (which is equal to block lengtfr;), €stimation algorithms are summarized in Fig. 3.

the sample values at the output of the square-law device A€ ERRORANALYSIS FORTC BASED TOA ESTIMATION

given by
In this section, mean absolute error (MAE) of the TC
Ne o r(i=D)Ts+(c;+n)Tp based TOA estimation is analyzed, and closed form error
z[n] = / r(t)|%dt (2) expressions are presented. First, the probability of tietec
j=17G=DTs+(ej+n—1)Tp of a certain block is derived, which leads us to the derivatio

f MAE of the TOA estimate for the case of uniformly

and the performance can be further improved by using tﬁ% : - X
. ; : tributed TOA. Assume initially that the delay of the |aag
energy inNy symbols. The bit energy when usidg, pulses edge energy block is fixed. Let;,, denote the first arriving

becomesk, = N, E. Basic TOA estimation algorithms thatg o 'biock indexs denote the estimated block index, and
operate onz[n] values for leading edge detection will be

. . n =1,2,---, Ng denote the block indices where the energy
presented and formulated in the next section. block is being searched. Then, fixing the value of threshold
l1l. TOA ESTIMATION ALGORITHMS &, probability of detecting an arbitrary blocks,, to be the

energy block is calculated hs
Choosing the maximum energy output to be the leading 9

edge is the simplistic way of achieving a TOA estimation. Pp(npyp) = P(7t = npyyp)

Using MES, the TOA estimate with respect to the beginning Nhyp—1

of the time frame is evaluated &g/ ps = {argmax{z[n]} - = { IT Pl < §)} X P(z[nnyp) > €) .
1<n<N, et

0.5|Ty = (Nmaz — 0.5)T3, Where the center of the block (4)

is selected as the TOA estimate. Note that on the averagfere ;[;) has a centralized Chi-square distribution for=
selecting the center of the block gives a resolution of quart; 5 ... ", ' 1 (corresponding to noise-only blocks), and

of the block size. However, the strongest energy.block i”y“aﬂbn-centralized Chi-square distribution for = ny.,. The
cases may not be the leading energy block (Fig. 3), and the

MES therefore hits an error-floor even in high signal to noiseite that this is valid forn,, > 2. For nj,, = 1, the terms
ratio (SNR) region. Also, the performance of it degrade$witorresponding to noise blocks become unity.
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Fig. 3. lllustration of basic TOA estimation techniques lithsee energy samples.

cumulative distribution functions (CDFs) of these cented (see Fig. 6) with considering the uniformly distributed aiel
and non-centralized Chi-square random variables are diyenoffsets of the individual paths within the blocks. Note tirat
order to calculate closed form expressions for the detectio
Peia(€) = P(z[n] <€) probabilities in the case of normalized thresholds presknt
¢ M/2-1 1 ¢ 2 in (3) rather than fixed thresholds, the PDF<£g§,.,, can be
=1—exp (—2> Z o <2> , (5) used. However, our simulations show that especially faydar
202) = ' \20 E, /Ny values &,orm is highly correlated with the energies in
E, V& the first couple of energy blocks, with correlation coeffitge
n ) , being on the order 00.6 at E;,/Ny = 26dB for the first
6 four energy plus noise blocks. This implies that the PDFs of
) &norm @ISO has to be conditioned dri,, which makes closed
where 02 = Yo s the noise variance(,(.) denotes the form error analysis cumbersome and analytically intrdetab

Marcum-Q function with parameter, and E,, is the signal for variablec.

energy within thenth block, whose PDF varies with, block _ GIV€N nt, t0 be fixed, the MAE can be calculated by
size, and channel model. Note that,, = n,, corresponds averaging over the probability of detection of different AO

to correct detection. Fixing the value 6f three cases can be@Stimations:

considered fomy,y,. If npyp < nioq, We have Ny
B €abs|Ntoa] = E || —n|| = Pp(n) X |n—ngoa|. (11)
PD(nhyp) = [Pchi2(§)]nhyp ! (1 - PChiQ(E)) ) (7) ’ [ ' ] U |:| nz::l D( ) | ' ‘

’
g g

Pnch(Envg) = P(Z[n] < 5) =1- QM/Q (

while on the other hand iy, = ntoa, In other words, the absolute error corresponding to eaatkblo
ron—1 are weighted by the probability of detecting that particula
Pp(nnyp) = [Pepiz(§)]™*" ™ x block. FOr 1404 ~ U(1,Np), We can averageqps[niod] to
/ (1 — Proso(E §)>p(E VdE, . obtain the average error as
Entua ncr Ntoa Ntoa Ntoa Nb 1 Nb
(8) efllll)ls)g) = Z 6abs[ntoa]p(ntoa) = F Z eabs[ntoa] .
If nhyp > nioq, We can further consider two conditions. Let Ntoa=1 P niga=1
N, denote the number of noise plus energy blocks where there (12)
exists a significant amount of energy.nf,,, — nioa < Nep V. RESULTS ANDDISCUSSION
Pp(nnyp) = [Penin (&))" x In all the simulations that are presented in this section,
o1 the channel models CM1 (residential LOS) and CM2 (resi-
™ dential NLOS) of IEEE802.15.4a are employed. The channel
< H /E an?(Emg)p(En)dEn) realizations are sampled &GHz, 1000 different realizations
n=Ntoa =TT are generated, and each realization has a TOA uniformly
_ distributed within(0, 7). A raised cosine pulse &, = 1ns is
X B, (1 P”C"”z(E"h“”5))p(E"h“P>dE"W " considered for all scénarios. After introducing unifornalis-
hup 9) tributed delays, energies are collected within non-oygilag
windows to obtain decision statistics. Two critical stitis for
while, if npy, — Nioa > Nep the accuracy of the TOA estimation at this step are the PDF
of the energy of the maximum energy block (Fig. 4), and the
Pp(nnyp) = [Pchm(f)]”’”“’_Neb_l(l — Pchi2(§)) PDF of the delay between the maximum energy block and
NtoatNep—1 }_hgslegs/ilr;g eggﬁ Lb(l)oSCkC(ll\;iZQI ﬁ), whlere gisltinctionz be}we?n
an channel models can be clearly
x H /En Prca2(En, §)p(En)dEy . (10) observed. Also in Fig. 6, PDFs of the energies within the

N=N¢oq

first four blocks including and after the leading edge block
In order to carry out the evaluation of the detection probare presented. These PDFs are used to evaluate the thaloretic
bilities, the energy PDFg(E,,) are obtained via simulations expressions derived in previous section. The other simoulat
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B. Comparison of TC Based TOA Estimation Using Theory
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10 20 30 0 50 The theoretical and simulated performances of threshold
Delay (ns) based TOA estimators when using a fixed thresholel bk F,

] at all E,/Ny are given in Fig. 11 for CM17%, = 4ns). The
L_EH PDFs obtained via simulations in Fig. 6 are used to average
the performances over the energy distributions. The PDFs of
the first8 blocks including and aften,,, are included only,
considering the rest of the blocks to be noise-only blocks.

Even though the error expression in (12) shows a good match

0.4

10 20 3 20 50 with simulation at low £, /N, (where the ranging error is
Delay (=) unacceptably bad), it yields optimistic results compared t
simulations at largev;, /Ny.
Fig. 5. ICCI’(mP?]”SO” of the ED]!_:S of the aglivall( %imecﬂlngg?um The performance of the threshold based TOA estimation
T r:gylﬁs‘))f: With respect fo the first energy block Tor can be improved using an adaptive threshold, as discussed in

previous sections. Givemax{z[n]} andmin{z[n]}, optimum
adaptive normalized threshold values that correspondheo t
operatedE;, /Ny can be used to have a superior performance

parameters are (unless otherwise statEd)= 200ns, B = compared to a fixed threshold (excluding very high SNRs).
4GHz, Ny = 1, andN, = 1. Both 1ns anddns are considered However, this requires estimation of the SNR, which is not an
for T,. easy task in UWB due to extremely low power operation char-

acteristics. Instead, an adaptive normalized thresigglg,.

can be used at all SNR values. As an examglg,,, = 0.5
A. Normalized Threshold Characteristics of CM1 and CM2 is used in Fig. 11, which shows to match with the optimum

threshold results ak, /N, = 22dB, and performs suboptimal

TOA estimation errors with respect to the employed noptherwise.

malized threshold for variou&), /N, are given in Fig. 7 for  As a final remark, atf, /N, = 26dB, it is observed that
CM1 and in Fig. 8 for CM2. If SNR estimate is availablea fixed threshold performs better than the optimal adaptive
the value¢,,,,,, that minimizes the MAE can be selected. Oithreshold. This is due to the fact that optimal thresholdiesl
the other hand, it is observed that selectiyg,..., to be on obtained via simulations are optimgilven the knowledge of
the order of0.8 will yield near optimal performance at aimostonly max{z[rn|} and min{z[n]}. The fixed threshold values
every E,/N, under CM2, while for CM1 it must be closerused for demonstrating theoretical and simulation results
to 0.2 at high E,/Np, but may be selected d54 to cover Fig. 11 assumes the knowledge of the received energy value,
a larger range of SNR values. Regardless of the threshattiich is not exploited in the adaptive threshold estimation
selection, atF, /Ny < 20dB the MAE becomes intolerably .
high for sub-méter resolution ranging. The optimal thréghoC- Dependence of Optimal Search-back Window on the SNR
levels with respect td;, /N, for CM1 and CM2, as well as the In Fig. 12, the MAE performances with respectiig,;, are
corresponding minimum MAE values are depicted in Fig 9, livestigated with¢,, .., fixed to 0.4 and 0.8 for CM1 and
for better visualization. CM2, respectively. It is observed that for CM1, a searchkbac
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window on the order o80ns will yield satisfactory results for improvement in the accuracy for the large SNR region, which

a large range of SNR values. On the other hand, even thoutgin be explained by previous discussion that the average TOA

dependency of the MAE 1/, is weaker, fixing it to40ns estimation accuracy is on the order of quarter the blocktleng

will yield slight improvements in the estimation accuracy. The performance difference under CM1 and CM2 is on the
order of 3dB to 6dB in favor of CM1 for low to moderate

D. Comparison of Performances of Various TOA Estimation SNR ranges. This can be explained by Fig. 4, where the

Algorithms probability of large energy values is shown to be much larger

In Figs. 13-14, the performances of different energy dér CM1 compared to CM2. On the other hand, once the
tection based TOA estimation algorithms are tested in IEEEOA estimation errors hit the error floor, algorithms penfor
802.15.4a CM1 and CM2. Thg,, is set t00.4 for CM1 and Slightly better under CM2 than CM1. The explanation for this
to 0.8 for CM2, with the assumption that there is no sNEPhenomena comes with Fig. 5, where it is indicated that even
estimate available. Also, correspondii,, are set to30ns though the energy values are small, they are more frequently
and40ns for CM1 and CM2, respectively (as evaluated in thgloser to the leading edge for CM2.
previous sections). It is observed that the TC performs atell VI. CONCLUSION
high E, /Ny, while the MES is better at higher noise variance. ’

The reason for TC performing poorly in general at low SNR Various TOA estimation algorithms for low sampling rate
region is frequent threshold exceeding caused by noise. OWB systems based on energy detection are analyzed. An
the other hand, when the SNR is large, the TC does not faagaptive threshold selection approach that makes use of the
an early error floor as opposed to the MES. Using a blockinimum and maximum energy samples is introduced, and
of 1ns rather thanins yields on the order of a nanosecondptimum threshold values are demonstrated via simulafimms
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CM1 and CM2 channels. Closed form expressions for MAE
for the fixed threshold case are derived and compared with

simulations, yielding good match at low to moderdtg/ N,

ranges. Simulations show that the maximum energy selection
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