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Abstract
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ABSTRACT

In fitting the training data with Guassian Mixture Mod-
els(GMMs) of appropriate structures using the MDL crite-
rion, we are able to improve audio classification accuracy
with a large margin. With the MDL-GMMs, we are also able
to greatly improve the accuracy in extracting sports high-
lights. Since we have focused on audio domain processing,
it enables us to extract highlights very fast. In this paper, we
have demonstrated the importance of a better understand-
ing of model structures in such a pattern recognition task.
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1. INTRODUCTION AND RELATED WORK

Sports highlights extraction is one of the most important
applications of video analysis. Approaches based on au-
dio classification[1], video feature extraction and highlights
modelling[2] have been reported. Due to the space limita-
tion, please refer to the introduction section of [1][2][3] [4]
for a detailed literature survey.

We have reported our research results that are built upon
a foundation of audio classification framework[3][4]. This
paper presents an approach that makes considerable im-
provement on that foundation. It is motivated by finding
a solution to the following shortcoming of the GMMs. Tra-
ditionally the GMMs are assumed to have the same number
of mixtures for a classification task. This single, “optimal”
number of mixtures is usually chosen through cross vali-
dation. The practical problem is that for some class this
number will lead to over-fitting of the training data if it is
much less than the actual one or inversely, under-fitting of
the data. Our solution is to use the MDL criterion in select-
ing the number of mixtures. MDL-GMMs fit the training
data to the generative process as closely as possible, avoid-
ing the problem of over-fitting or under-fitting.

2. ESTIMATING THE NUMBER OF MIXTURES IN
GMMS USING MDL

2.1. Theoretical Derivations

The derivations here follow those in [5]. LetY be anM di-
mensional random vector to be modelled using a Gaussian
mixture distribution. LetK denote the number of Gaussian
mixtures, and we use the notationπ, µ, andR to denote the
parameter sets{πk}K

k=1, {µk}K
k=1 and{Rk}K

k=1 for mix-
ture coefficients, means and variances. The complete set of
parameters are then given byK andθ = (π, µ, R). The log
of the probability of the entire sequenceY = {Yn}N

n=1 is
then given by

log py(y|K, θ) =
N∑

n=1

log

(
K∑

k=1

pyn|xn
(yn|k, θ)πk

)
. (1)

The objective is then to estimate the parametersK and
θ ∈ Ω(K). The maximum likelihood (ML) estimate is given
by

θ̂ML = arg max
θ∈Ω(K)

log py(y|K, θ)

the estimate ofK is based on the minimization of the ex-
pression

MDL(K, θ) = − log py(y|K, θ) +
1
2
L log(NM) , (2)

whereL is the number of continuously valued real numbers
required to specify the parameterθ. In this application,

L = K

(
1 + M +

(M + 1)M
2

)
− 1 .

Notice that this criterion has a penalty term on the total num-
ber of data valuesNM , suggested by Rissanen [6] called
the minimum description length (MDL) estimator. Let us
denote the parameter learning of GMMs using the MDL cri-
terion MDL-GMM.



While the Expectation Maximization(EM) algorithm can
be used to update the parameterθ, it does not provide a
solution to the problem of how to change the model order
K. Our approach will be to start with a large number of
clusters, and then sequentially decrement the value ofK.
For each value ofK, we will apply the EM update until we
converge to a local minimum of the MDL functional. After
we have done this for each value ofK, we may simply select
the value ofK and corresponding parameters that resulted
in the smallest value of the MDL criterion.

The question remains of how to decrement the number of
clusters fromK to K − 1. We will do this by merging two
closest clusters to form a single cluster. More specifically,
the two clustersl and m are specified as a single cluster
(l, m) with prior probability, mean and covariance given by

π∗(l,m) = π̄l + π̄m (3)

µ∗(l,m) =
π̄lµ̄l + π̄mµ̄m

π̄l + π̄m
(4)

R∗(l,m) =
π̄l

(
R̄l + (µ̄l − µ(l,m))(µ̄l − µ(l,m))t

)

π̄l + π̄m
+

π̄m

(
R̄m + (µ̄m − µ(l,m))(µ̄m − µ(l,m))t

)

π̄l + π̄m
.

(5)

Here thēπ, µ̄, andR̄ are given by the EM update of the two
individual mixtures before they are merged.

2.2. An Example: MDL-GMM for Different Sound
Classes

We’ve collected 679 audio clips from TV broadcasting of
golf, baseball and soccer games. This database is a subset
of that in [3]. Each of them is hand-labelled into one of
the five classes as ground truth: applause, cheering, music,
speech, “speech with music”. Their corresponding numbers
of clips are 105, 82, 185, 168, 139. Their duration differs
from around 1 second to more than 10 seconds. The total
duration is approximately 1 hour and 12 minutes. The audio
signals are all mono-channel with a sampling rate of 16kHz.

We extract 100 13-dimensional Mel-Frequency Cepstrum
Coefficients(MFCC) per second using a 25 msec window.
We also add the first- and second-order time derivatives
to the basic MFCC parameters in order to enhance per-
formance. For more details on MFCC feature extraction,
please see [7].

For each class of sound data, we first assign a relative
large number of mixtures toK, calculate the MDL score
MDL(K, θ) using all the training sound files, then merge
the two nearest Gaussian components to get the next MDL
scoreMDL(K − 1, θ), then iterate tillK = 1. The “opti-
mal” numberK is chosen as the one that gives the minimum

of the MDL scores. For the training database we have, the
relationship betweenMDL(K, θ) andK for all five classes
are shown in Fig. 1.

From Fig. 1 we observe that the optimal mixture num-
bers of the above five audio classes are 2, 2, 4, 18, 8 re-
spectively. This observation can be intuitively interpreted
as follows. Applause or cheering has a relatively simpler
spectral structure, hence fewer Gaussian components can
model the data well. In comparison, speech has a much
more complex, variant spectral distribution, it needs much
more components.

Also, we observe that the complexity of music is between
that of applause or cheering and speech. For “speech with
music”, i.e., a mixture class of speech and music, its com-
plexity is between the two classed that are in the mixture.
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Fig. 1. MDL(K, θ)(Y axis) with respect to different num-
ber of GMM mixturesK(X axis) to model Applause, Cheer-
ing, Music, Speech and “SpeechWithMusic” sound shown
in the raster-scan order.K = 1 · · · 20. The optimal mixture
numbers at the lowest positions of the curves are 2, 2, 4, 18,
8 respectively.

3. PERFORMANCE COMPARISON BETWEEN
TRADITIONAL GMMS AND MDL-GMMS

To compare the two GMMs, we cross-validate the classifi-
cation results by dividing the above-mentioned 5-class au-
dio dataset into 90%/10% training/test sets. For one, the
number of Gaussian mixtures is assumed to be 10 for all the
classes, the test results are put into Table 1. For the other,
the number of mixtures are those chosen from Fig. 1, the
results are shown in Table 2. Note that the overall classifi-
cation accuracy has been improved by more than 8%.

[1] [2] [3] [4] [5]
[1] 88.8% 5.0% 3% 2% 1.2%
[2] 5% 90.1% 2% 0 2.9%
[3] 5.6% 0 88.9% 5.6% 0
[4] 0 0 0 94.1% 5.9%
[5] 0 0 6.9% 5.1% 88%

Average Recognition Rate: 90.0%

Table 1. Performance of traditional GMM, every class is
modelled using 10 Gaussian mixtures. [1]: applause; [2]
cheering; [3] music; [4] speech; [5] “speech with music”.
Classification accuracy on the 10% data by models trained
on the 90% data.



[1] [2] [3] [4] [5]
[1] 97.1% 0 0 0.9% 2.0%
[2] 0 99.0% 1.0% 0 0
[3] 0 1.0% 99.0% 0 0
[4] 0 0 0 99.0% 1.0%
[5] 0 0 1.0% 0 99.0%

Average Recognition Rate: 98.6%

Table 2. Performance of MDL-GMM: classification accu-
racy on the 10% data by models trained on the 90% data.

4. EXPERIMENTAL RESULTS ON SPORTS
HIGHLIGHTS GENERATION

In [3], we have reported some results of sports highlights
extraction based on audio classification and the correlation
between applause/cheering sound with exciting moments.
However, there we have not used the MDL criterion to se-
lect the model structures, so we have been using the learned
models in a “blind” sense. Now equipped with the MDL-
GMMs and with the observation that they can greatly im-
prove classification accuracy, we revisit the problem in [3].

First, instead of training on 90% and testing on 10% of
the data as in Table 2, we train the MDL-GMMs on all
the data in the ground truth set. In order to gain a bet-
ter understanding of classification, especially on the ap-
plause/cheering sound, we test also on all the data in the
ground truth set before we test the game data. The results
are organized into Table 3 and Table 4. The classification
accuracy on either applause or cheering has been quite high.

[1] [2] [3] [4] [5]
[1] 97.1% 0 0 0.9% 2.0%
[2] 0 99.0% 1.0% 0 0
[3] 1.0% 8.0% 89.0% 0 2.0%
[4] 0 0 0 92.2% 7.8%
[5] 0 0 0.7% 2.8% 96.5%

Average Recognition Rate: 94.76%

Table 3. The confusion matrix on ALL the audio data. The
results are based on MDL-GMMs with different “optimal”
number of mixtures(see Fig. 1).

We ran audio classification on the audio sound track of
a 3-hour golf game. The game took place on a rainy day
so the existence of the sound of raining has corrupted our
previous classification results in [3] to a great degree. Ev-
ery second of the game audio is classified into one of the
5 classes. Those contiguous applause segments are sorted
according to the duration of contiguity. The distribution of
these contiguous applause segments is shown in Table 5.

Note that the applause segments can be as long as 9 contin-
uous seconds.

Based on when the beginning of applause or cheering is,
we choose to include a certain number of seconds of video
before the beginning moment to include the play action(golf
swing, par etc.), then we compare these segments to those
ground-truth highlights that are labelled by human viewers.

4.1. Performance and Comparison with Results in [4] in
Terms of Precision-Recall Curves

We analyze the extracted highlights that are based on those
segments in Table 5. For each lengthL of the contiguous
applause segments, we calculate the precision and recall
values. (Precision is the percentage of highlights that are
correct of all those extracted. Recall is the percentage of
highlights that are in the ground-truth set.) We then plot the
precision vs. recall values for all differentL into the left of
Fig. 2.
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Fig. 2. Precision-recall curves for the test golf game. Left:
by the current approach; Right: by the approaches in [4].
Y-axis: precision, X-axis: recall.

In comparison, the right-hand side of Fig. 2 shows the
results reported in [4] on the same game, where dash-line
curve shows the precision-recall relationship when a Hid-
den Markov Model(HMM) is used to model the highlights
using the audio classes labelled by the models in Table 1.
The intention there to use the HMM on top of the GMM
is to enhance performance. The solid line curve shows the
results when a coupled HMM is used to model both audio
and video classes in order to further enhance performance

[1] [2] [3] [4] [5]
[1] 102 0 0 1 2
[2] 0 81 1 0 0
[3] 2 15 164 0 4
[4] 0 0 0 155 13
[5] 0 0 1 4 134

Table 4. Detailed recognition results of those in Table 3. A
distribution of the number of sound examples that are cor-
rectly or incorrectly classified for each class is shown.



on the dash-line curve. Although we have established the
argument on the superiority of coupled HMM over audio-
only HMM or video-only HMM(the dotted curve), over-
all the performances there are not satisfactory as the best
one(coupled HMM) has poor performance at the right-most
part of the curve.

From the two figures in Fig. 2, we observe that the MDL-
GMMs out-perform those approaches in [4] by a large mar-
gin. For example, at 90% recall, the left-hand figure shows
≥ 70% precision rate, while the right-hand figure shows
only ∼ 30% precision rate, suggesting that the false alarm
rate is much lower using the current approach.

4.2. System Interface

Our system interface is shown in Fig. 3. The spiky curve
at the lower half of the figure is a plot of confidence level
with respect to time(second by second). Larger confidence
level values indicate more likely there are highlights at the
time instance. We provide a moving threshold for the user
to place on the curve. Those segments with values greater
than the threshold are played one after another.

Fig. 3. The interface of our system displaying sports high-
lights. The horizontal line imposed on the curve is the
threshold value the user can choose to display those seg-
ments with confidence level greater than the threshold.

applause length # of instances # of highlights
L ≥ 9s 1 1
L ≥ 8s 3 3
L ≥ 7s 6 5
L ≥ 6s 11 9
L ≥ 5s 19 15
L ≥ 4s 35 28
L ≥ 3s 61 43
L ≥ 2s 101 70
L ≥ 1s 255 95

Table 5. Number of contiguous applause segments and
highlights found by the MDL-GMMs in the golf game.
These highlights are in the vicinity of the applause seg-
ments. These numbers are plotted in the left of Fig. 2.

5. CONCLUSIONS AND FUTURE WORK

We have demonstrated the importance of a better under-
standing of model structures in the audio analysis for sports
highlights generation. In fact we looked into model pa-
rameter selection in [4] in terms of number of states of
the HMMs, coupled HMMs. We showed there that the se-
lection also improved recognition accuracy. What we re-
port in this paper is complementary to that in the following
sense: MDL-GMMs can find better GMM structures; the
techniques in [4] can find better HMM structures. In the
future, we will incorporate MDL-GMMs into the system in
[4] to further improve the performance.
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