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Abstract

A key issue in video transcoding for transmission in an error-prone environment is to balance
the rate used for the video source with bits allocated for error resilience such that the end-to-
end distortion is minimized under the given rate constraint and channel condition. The approach
presented in this paper differs from previous works by accounting for the inter-frame dependence
in both video source requantization and error propagation of motion compensated video. Based
on the rate-distortion models developed in this paper, an optimal Group-of-Picture based bit
allocation scheme is proposed. We also propose a sub-optimal scheme that is suitable for a
real-time implementation. Both the optimal and the suboptimal scheme achieve better PSNR
performance than the fixed heuristic bit allocation scheme.
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RATE-DISTORTION OPTIMIZED BIT ALLOCATION FOR ERROR RESILIENT VIDEO
TRANSCODING

Minghui Xia, Anthony Vetro, and Bede Liu

ABSTRACT

A key issue in video transcoding for transmission in an error-prone
environment is to balance the rate used for the video source with
bits allocated for error resilience such that the end-to-end distor-
tion is minimized under the given rate constraint and channel con-
dition. The approach presented in this paper differs from previous
works by accounting for the inter-frame dependence in both video
source requantization and error propagation of motion compen-
sated video. Based on the rate-distortion models developed in this
paper, an optimal Group-of-Picture based bit allocation scheme
is proposed. We also propose a sub-optimal scheme that is suit-
able for a real-time implementation. Both the optimal and the sub-
optimal scheme achieve better PSNR performance than the fixed
heuristic bit allocation scheme.

1. INTRODUCTION

Video communication through wireless channels is still a chal-
lenging problem mainly due to the limitations in bandwidth and
the presence of channel errors. The two primary tools used for
error-resilience source coding are resynchronization marker inser-
tion and intra-block insertion. Resynchronization is achieved by
inserting markers periodically so that when an error occurs, decod-
ing can be restarted at the point where the synchronization marker
has been placed. The insertion of intra blocks is used to provide a
temporal localization of errors by decreasing the temporal depen-
dency in the coded video sequence.

Error resilience video transcoding has been addressed by sev-
eral researchers [1, 2, 3, 4] in which the resilience methods de-
scribed above have been considered. One important aspect that is
neglected by these approaches is the issue of inter-frame depen-
dency. Bit allocation or coding mode selection is often optimized
only for the current macroblock (MB) or the current frame. An-
other problem that has not been sufficiently addressed is a jointly
optimal solution for video bit-rate reduction and error resilience
insertion. In this paper, we address the optimal bit allocation be-
tween video source rate and the error resilience insertion by estab-
lishing rate-distortion (R-D) models to characterize each transcod-
ing component: video source requantization, resynchronization
marker insertion, and intra refresh. The proposed models are novel
in that inter-frame dependency is included in both video source
model and error resilience model, and also the error resilience
model takes into account the process of error concealment. An-
other contribution of this paper is a proposed sub-optimal bit al-
location scheme that achieves near-optimal performance and has
been implemented to enable real-time video transcoding. We adopt
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a drift-free cascaded video transcoding architecture to validate the
effectiveness of the proposed models and demonstrate the perfor-
mance of the proposed real-time optimization technique.

2. PROBLEM STATEMENT

The problem addressed in this paper is to minimize the end-to-end
distortion of a coded video bitstream subject to rate constraints,
where the overall rate budget is allocated among different compo-
nents that contribute to the rate. LetK denote the number of com-
ponents. In this paper, three distinct components are considered:
video source, intra refresh in inter-coded frames and resynchro-
nization marker insertion. The whole problem can then be solved
as a constrained minimization problem, for which a Lagrangian
optimization approach [5] is taken to minimize:

K∑
k=1

dk(ωk) + λ

K∑
k=1

rk(ωk) (1)

wheredk andrk are the distortion and rate of each component,
λ is the Lagrangian multiplier, andωk are the specific parameters
used in the allocation, i.e., quantization parameters, intra refresh
rate and frequency of synchronization marker insertion. A bisec-
tion algorithm can be used to obtain the optimalλ used to solve
this problem [5], but this is computationally expensive. Also, ob-
taining accurate R-D sample points is still an issue. In the follow-
ing sections, we will establish R-D models for each component so
that we do not have to rely on obtaining actual R-D sample points
from simulation. We then propose a low-complexity bit allocation
scheme that utilizes these models.

3. VIDEO SOURCE R-D MODEL

This section develops an R-D model for a coded video source that
accounts for inter-frame dependency.

3.1. R-D Model for Intra-Coded (I) Frame

A R-D model for video quantization has been reported in [6],
based on decomposing an I frame into independent identically dis-
tributed (i.i.d.) Gaussian sources. However, it has been shown in
[7] that a decomposition based on generalized Gaussian model is
more accurate. Furthermore, coarse quantization will often vio-
lates the model assumption as in [6]. We have discovered from
experiment that by introducing two additional parameters,β and
γ, a more accurate R-D model can be established to overcome the
two issues mentioned above. For an I frame, we have:

D0 = σ2
0e−β0R

γ0
0 (2)



whereR0 andD0 are the rate and distortion of the frame as a result
of requantization,σ2

0 is the total variance of the signal,β0 andγ0

are model parameters that need to be estimated from two sample
points.

3.2. R-D Model for Inter-Coded (P) Frame

We model the inter-frame dependency by changing the variance of
thekth frameσ2

k to σ?
k
2:

Dk = σ?
k
2
e−βkR

γ
k = (σ2

k + αkDk−1)e
−βkR

γ
k , (3)

whereσ?
k
2 = σ2

k+αkDk−1. The termαkDk−1 models the depen-
dence between the current and the previous frame. It captures the
quantization error propagation effect caused by motion compensa-
tion. Dk−1 denotes the extra quantization residue error produced
when the previous frame is requantized with a larger quantization
scale, andαk denotes the propagation ratio, which is determined
by the amount of motion compensation.

3.3. Model Accuracy

The model parameters can be accurately estimated through a two-
pass recoding process in which we generate three R-D samples for
each frame. We have observed thatγk andαk do not change much
within a given sequence. Therefore it is sufficient to estimate them
once at the start of a sequence. For parameters that do change with
time, i.e.,σk andβk, their values are updated at each frame.

The model has been tested extensively on various sequences.
However, due to limitations in space, we can only show the result
for one sequence. The results shown here are consistent with other
sequences that have been tested. We encode theForemansequence
with a GOP size of 12 and with quantization scaleQI = QP =
3. After estimating the model parameters, we requantize the se-
quence using an arbitrarily selected quantization scales:QI =
8, QP (frames #1 − #10) = 16, QP (frame #11) ∈ [4, 31].
The R-D plots of the requantized I-frame and the last P-frame in
the GOP are compared with the model estimates in Fig.1. Note
that since we account for inter-frame dependency in our model,
the model estimates for the last P-frame rely on accurate estimates
for all preceding frames. The plots show that the model is able to
accurately estimate the actual R-D values.
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(a) I frame R-D (Foreman
frame #0)
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(b) P frame distortion (Fore-
man frame #11) test I:
QI = 8, QP (#1−#10) =
16, QP (#11)=4-31

Fig. 1. Requantization RD model test on Foreman sequence

4. ERROR-RESILIENCE R-D MODELS

The rate consumed by resynchronization marker can be simply cal-
culated from the number of bits in the resynchronization header
and the resychronization marker spacing. The rate consumed by
intra-fresh can be calculated from the intra-refresh rate and the av-
erage rate increase by replacing an inter-coded MB with an intra-
coded MB. In the following, we will first present the test envi-
ronment for the error resilience coding. The distortion models for
resynchronization and intra-refresh will then be established and
verified through experiment.

4.1. Test Environment

We adopt a Binary Symmetric Channel model, which assumes in-
dependent bit errorPe in a bitstream. Error is recovered by resyn-
chronizing to the frame headers or to the added slice resynchro-
nization markers. For an intra-coded MB, spatial concealment is
employed by copying the MB from its immediate above neighbor.
For an inter-coded MB, temporal concealment is employed where
the motion vector of the lost MB is set to be the median of the mo-
tion vectors selected from its immediate left, upper and upper-right
neighbors. The MB in the previous frame that this motion vector
is referencing to is then copied to the current location.

4.2. Overall Distortion Due to Channel Error

The overall distortion for an I or P frame caused by channel er-
rors can be decomposed as illustrated in Fig.2. The rectangle de-
notes the set of all MBs in a frame. The distortion mainly comes
from two parts: distortion from lost MBs, which are referred to as
L MBs, and distortion propagated from previous corrupted MBs
through motion compensation, which are referred to as MC MBs.
The lost MBs can be further decomposed into three categories:
intra-coded MBs lost and concealed with spatial concealment (LS
MBs), inter-coded MBs lost and concealed with temporal conceal-
ment (LT MBs), and inter-coded MBs lost and concealed with tem-
poral concealment but the replacement MB itself was corrupted
(LTC MBs). Note that LTC MBs define the intersection of L MBs
and MC MBs. The MCC MBs refer to MBs that are received cor-
rectly, but reference the previous corrupted MBs through motion
compensation.

LS

(a) I frame

LT LTC

MCL

MCC

all macroblocks

(b) P frame

Fig. 2. Distortion compositions from channel error

Let Yl denote the number of MBs lost in a frame,Ymc the
number of MBs corrupted through motion compensation, and the
total number of MBs in a frame byM . Then, the average number
of corrupted MBs in a frame,E[Y ], can be expressed as:



E[Y ] = E[Yl] + E[Ymc]− E[Yltc], (4)

whereYltc = Yl

⋂
Ymc. We assume this intersection is propor-

tional to the number of lost MBs and the number of inter-coded
MBs corrupted through motion compensation. Subsequently,

E[Yltc] = E[Yl

⋂
Ymc] ≈

E[Yl] · E[Ymc]

M
, (5)

The total average distortion (measured in MSE) can therefore be
calculated by:

D =

{
1
M
{E[Yl] ·Ds}, I

1
M
{E[Ylt] ·Dt + E[Yltc] ·Dtc + E[Ymcc] ·Dmc}, P

whereYmcc is the number of MCC MBs as depicted in Fig.2, and
Ds, Dt, Dtc, Dmc are the average spatial concealment distortion
related toYl, Ylt, Yltc, Ymcc respectively.

4.3. Error Propagation Distortion

The probability that a single MB is corrupted through motion com-
pensation can be computed by:

pmc = ρθ1 + [1− (1− ρ)2]θ2 + [1− (1− ρ)4]θ3, (6)

whereρ is the probability of one MB corrupted in the previous
frame, andθ1, θ2, θ3 denote the proportion of MBs that reference
one MB, two MBs, and four MBs in the previous frame respec-
tively. If we denote the proportion of intra-coded MBs byη, then
we haveθ1 + θ2 + θ3 + η = 1. From this relation, it is clear
that a higher value ofη will yield a lower value ofpmc, which is
expected.

As in [1], we may adopt a n-step Markov model to estimate
error propagation through motion compensation. However, the
model is too computationally intensive to be implemented in real
time. Therefore, we consider replacing the n-step Markov model
with a 1-step Markov model, andYmc can be obtained by:

E{Ymc} = M · pmc. (7)

It follows that we can express the average distortion due to
motion compensation at framen by

Dmc(n) = ρ · (1− η) ·D(n− 1) (8)

whereD(n−1) is the average total distortion in the previous frame
n− 1.

4.4. Error Concealment Distortion

The probability that one MB is lost in a video framepl can be
modeled bypsl, the probability that a video packet (or slice) is
lost. Let the channel bit error rate (BER) be denoted byPe and the
average slice length in bits byLs. Then,

pl = psl = 1− (1− Pe)
Ls (9)

It then follows that the average number of lost MBs in framen,
E[Yl(n)], is simplypl ·M .

Ds represents the difference between the lost MB and its above
neighboring MB and can be estimated by calculating pixel differ-
ences among correctly reconstructed MBs in the same frame.Dt

is the difference between the lost MB and the MB copied from
the previous frame and can similarly be estimated by calculating
pixel differences between correctly reconstructed MBs in adjacent
frames.Dtc can be approximated by an addition of motion com-
pensation corruption toDt:

Dtc = Dt + Dmc, (10)

whereDmc is given in Eq.(8) andE[Yltc] is given in Eq.(5).

4.5. Model Accuracy

Fig. 3(a) shows a test of the R-D model for resynchronization
marker insertion as a function of marker spacing (or video packet
length). For the simulation, we used 100 frames of QCIF format
Foremansequence, coded at 10 frames/second. The marker spac-
ing varies from 130 bits to 1300 bits. The simulation is performed
with aBER = 10−4. Fig. 3(b) shows a test of the R-D model as
a function of changes in the intra-refresh rate. It can be seen that
the proposed models accurately predicts the actual distortion.
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Fig. 3. Test of error resilience R-D model accuracy

5. SUB-OPTIMAL BIT ALLOCATION THROUGH R-D
DERIVATIVE EQUALIZATION

To enable real-time implementation for bit allocation, a technique
to determine a sub-optimal operating point is proposed. We refer
to this technique as an R-D derivative equalization scheme. This
scheme is based on the fact that optimal bit allocation is achieved
at the point where the slopes of the R-D function for each compo-
nent1 are equal [8].

If we start from a operation point close to an optimal point,
our objective is to continually adjust the the operating point in the
direction of the optimal point. To achieve this, we need to start
from an close-to the optimal point, and find a strategy to move to-
wards an optimal point. The first step is easy since we can carry
out the optimal scheme for the first GOP and assume that few-
second initial delay is acceptable for a transcoder. For the second
step, we compare the local derivatives of each R-D curve and ad-
just the bits allocated to each component accordingly. Given that
the rate budget has not changed, we have deduced that reallocating
a change in rate,∆R, from the component with the smallest ab-
solute derivative value to the component with the largest absolute

1In this paper, component refers to the three transcoding components:
requantization, synchronization marker insertion and intra-refresh.



derivative value is a close approximation to the optimal solution.
The proof to this approximation, as well as a means to determine
an optimal value of∆R, could not be included here due to space
limitations.

6. EXPERIMENT RESULT

Our experiment is conducted using 300 frames of theForemanand
Coastguardsequences in QCIF format. The original coding is per-
formed with an MPEG-2 encoder provided by MPEG Software
Simulation Group [9]. The original bit rate is set at 384 kb/s and
the original frame rate is set at 10 frames/second2. A GOP size of
10 frames is used; B-frames are not included. We then recode the
video sequence to an MPEG-4 format with lower bit-rate, while
keeping the output frame rate the same. Bit-rate reduction and
error resilience insertion is achieved by requantization, resynchro-
nization marker insertion and intra-refresh.

With the above simulation conditions, optimal bit allocation is
achieved by applying the Lagrangian optimization algorithm de-
scribed in Section 2 using the proposed R-D models in Section 3
and 4. The optimal scheme models the entire R-D curve and per-
forms a complete estimation of the model parameter. On the other
hand, the sub-optimal scheme only models the R-D curves locally
to obtain local derivatives, and performs a simplified model pa-
rameter estimation as described in Section 3.3. We also simulate
an anchor scheme that recodes the sequence with a fixed, but rea-
sonably good set of error resilience parameters. In this scheme, we
fix the resynchronization marker insertion to be every 11 MBs and
assign an intra-refresh rate of 20%.

Fig.4 shows the comparison of our sub-optimal bit allocation
scheme with the optimal scheme and the anchor usingCoastguard
andForemansequences recoded at 64kbps. It can be observed that
the sub-optimal scheme only performs slightly worse than the op-
timal scheme and both schemes outperform the anchor. This test
confirms that the proposed sub-optimal scheme provides perfor-
mance similar to the optimal scheme, but with much lower com-
plexity.
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Fig. 4. Video PSNR at 64 kb/s in error prone transmission channel:
Anchor vs. Optimized vs. Sub-optimal Bit Allocation

2Note that MPEG-2 does not code video at 10 frames/second. We
achieve this rate by dropping 2 out of 3 frames before encoding.

7. CONCLUSION

We have proposed new R-D models that consider inter-frame de-
pendancy for optimal bit allocation in error resilient video transcod-
ing. Sub-optimal scheme has also been proposed for realtime im-
plementations. The proposed algorithms demonstrated superior
performance over fixed error-resilient transcoding schemes.
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