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Abstract

This paper presents a new method for face recognition
which learns a face similarity measure from example im-
age pairs. A set of computationally efficient “rectangle”
features are described which act on pairs of input images.
The features compare regions within the input images at dif-
ferent locations, scales, and orientations. The AdaBoost
algorithm is used to train the face similarity function by se-
lecting features. Given a large face database, the set of face
pairs is too large for effective training. We present a sam-
pling procedure which selects a training subset based on
the AdaBoost example weights. Finally, we show state of
the art results on the FERET set of faces as well as a more
challenging set of faces collected at our lab.

1 Introduction

This paper presents a new method for face recognition
which combines some of the properties of previous ap-
proaches, while introducing a new set of image feautures
and a new learning algorithm. The recognition results on the
only publically available database which has been widely
evaluated (FERET) match the best published results. Eval-
uation on a more realistic internal database are very promis-
ing.

One widely influential face recognition algorithm is that
of Moghaddam and Pentland [3]. They use a statistical ap-
proach which learns which types of variations are observed
in different images of the same individual (intra-personal
variation). This is compared to the distribution of extra-
personal variation. The intra-personal and extra-personal
distributions estimated are assumed to be Gaussian, and are
approximated with principal eigenvectors which are global.
One key advantage of this approach is that learning is used
to focus on important difference between individuals.

Another widely influential algorithm is that produced by
von der Malsburg and colleagues [13, 4]. They use a set
of complex image features they call Gabor Jets. A large
set of these features evaluated on gallery images are then

registered to probe images using elastic matching. One key
advantage of this approach is that it uses complex local mea-
sures of faces. This allows the technique to pick up the fact
that an individual’s eyes or nose is very recognizable. Since
this approach does not use learning it is immediately appli-
cable to new types of images. However, it cannot learn to
ignore intrapersonal variation and accentuate extrapersonal
variation.

Like the Moghaddam-Pentland approach, our system
learns to distinguish between intrapersonal and extraper-
sonal variation using a large database of images. Like the
von der Malsburg approach our approach compares faces
using a combination of local features. But, unlike the work
of von der Malsburg’s group, the scale, orientation, and
form of each feature is learned. A small set of features
are selected, from an extremely large set, because they are
sensitive to extrapersonal variations, and insensitive to in-
trapersonal variation. Unlike the work of Moghaddam and
Pentland no distributional assumptions are made about the
intrapersonal or extrapersonal space. The final classifier,
which combines a few hundred localized features can be
evaluated in less than a millisecond on a pair of input im-
ages.

The overall approach is the construction of a face simi-
larity function which is evaluated on two face images (that
have been cropped and rectified to normalize for transla-
tion, scale and rotation). This function is learned from a
database which includes examples of “same face” and “dif-
ferent face” image pairs. This similarity can be thresholded
to yield a binary decision of same/different, or it can be used
to find the most similar face in a gallery. The face similarity
function consists of a linear combination of “rectangle” fea-
tures not unlike those described by Viola and Jones [11, 12].
These features have been modified to apply to a pair of in-
put images, rather than a single image. This modification
will be described in detail in section 2.

Given a database that includes N images of each of K
individuals, the total number of pairs is

�
��
�

�
. A small

minority, �
�
�
�

�
, of these pairs display the same individ-

ual. Any approach for learning the similarity function must

1



explicitly handle both the overwhelmingly large number of
pairs, and the grossly unequal distribution of positive and
negative examples. We describe an extension of AdaBoost
which samples a small subset of examples from the total,
which nevertheless will converge to the optimal classifier
for the entire set (see Section 3).

Finally we present results in section 4 on both the
FERET set of faces and a set of faces we have collected
at our lab.

2 Filters, Features and Classifiers

The general problem of face recognition is actually com-
prised of two related problems: recognition and verification.
Both problems assume a gallery of face images with known
identities. In the recognition problem, a probe face is pre-
sented to the system and the task is to determine if the probe
face belongs to any of the people in the gallery. In the ver-
ification problem, a probe face is presented along with its
alleged identity. The problem is to compare the probe face
with the gallery face corresponding to the alleged identity
and determine if they are the same person.

Both of these problems can be solved with a face simi-
larity function. The face similarity function takes two face
images as input and outputs a measure of their similarity:

� ���� ��� � � (1)

where �� and �� are the input face images which have been
cropped and rectified as described later. The similarity mea-
sure can be thresholded to yield a verification system. Al-
ternatively by selecting the most similar image in a gallery,
� �� can be used as a recognition algorithm.

In this paper the face similarity function is a sum of fea-
tures ��:

� ���� ��� �

��
���

������ ���� (2)

A feature consists of a filter which acts on both input im-
ages:

������ ��� �

�
� if �������� ������� � 	�

 otherwise

(3)

where 	� � � is a feature threshold and �� we call a “filter”,
because it is a scalar function of the image. We adopt a set
of linear filters similar to those used for object detection [5,
11]. The set of rectangle filters used in this work is shown
in figure 1. With the addition of a “diagonal” filter these are
a superset of those used by Viola and Jones

Rectangle filters are computed by summing the intensi-
ties of all pixels in the dark regions and subtracting the sum
of the intensities of all pixels in the light regions. For filters

Figure 1: A single example of each type of rectangle fil-
ter. Note, the complete set of filters ranges over all scales,
aspect rations and locations in the analysis window.

with more dark regions than light (or vice versa), a mul-
tiplier is factored in to make the total number of pixels in
dark rectangles the same as the total number of pixels in
light rectangles. The computation of rectangle filters can be
greatly sped up by first computing an integral image rep-
resentation of the input images [11, 1]. With the integral
image representation, computation of a rectangle filter can
be performed in constant time (i.e. independently of the
number of pixels).

Our intuition regarding faces is that isolated structures
such as eye brows, nose, or lips, provide valuable infor-
mation for recognition.1 Each of these structures under-
goes a set of allowable intrapersonal variations. Algorith-
mic face recognition requires features which measure face
structures directly and robustly, and a learning algorithm
that can discover the difference between intrapersonal and
extrapersonal variation.

Each feature defined above measures a particular prop-
erty, at a given location, scale, and aspect ratio, and is as-
signed a weight. The filters themselves pick up characteris-
tics of a face such as lines, edges and dark regions adjacent
to light regions. The feature thresholds determine which
variations are acceptable, and which are unacceptable. If a
region of the face, such as the hair, is not a good indicator
of face similarity in the training images then it is likely that
no filter will be chosen in this region by the learning algo-
rithm. Thus the learning algorithm will ignore such non-
informative regions of the input.

Currently, the features we use are equivalent to first com-
puting a difference image and then computing a filter on
that difference image (followed by the absolute value and a
threshold). However, the formulation we use is easily gen-
eralizable to the case of different filters being computed in
the two images or a nonlinear filter being computed in each
image. In these cases, a difference image could not be used.

This brings us to the problem of learning the best set of
features for distinguishing same faces from different faces.

1See the work of Penev and Atick for similar insights [6]
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The learning problem can be stated as follows. Given a
large library of rectangle filters and a set of positive and neg-
ative examples, find the best filters, thresholds and weights
(� and 
) for creating a classifier that separates the posi-
tive examples (same face pairs) from the negative examples
(different face pairs). The learning problem is solved using
AdaBoost and an extension to AdaBoost that allows us to
use very large training sets.

3 Learning algorithm

We use an improved version of AdaBoost, derived from the
work of Schapire and Singer [10] that uses confidence-rated
predictions. This version of AdaBoost simplifies notation
and allows a simplified analysis. Also, in order to handle
very large datasets we modify the AdaBoost algorithm by
using the concept of resampling. Resampling is explained
in section 3.2.

3.1 AdaBoost

Following Schapire and Singer [10], the AdaBoost algo-
rithm assigns to each example �� a weight ��. �� is ini-
tialized to �� where � is the total number of examples.
The correct label for each example is �� � �������.

AdaBoost proceeds in rounds. On each round a weak
classifier is chosen. The only requirement of the weak clas-
sifier is that it has an error rate less than 0.5. In our case,
our input vectors are image pairs (�� � �� ��� �

�
��) and a weak

classifier consists of a single feature which contains a rect-
angle filter acting on each input image in the pair. Let

������ ��� � �����
�
��� ����

�
��� (4)

then

������ � ����
�
�� �

�
�� �

�
� if ���� ��� �

�
�� � 	�


 otherwise
(5)

.
On each round of AdaBoost, we choose the weak classi-

fier to be the �� and 	� for which

�� �
�

� � �� � ��
� ����� � �

�� �
�

� � �� � ��
� ����� � �

�� (6)

is minimized. The first term is the sum of the weights of the
examples that are false negatives of ����� and the second
term is the sum of the weights of the examples that are false
positives. So minimizing the sum of these terms minimizes
the weighted error.

Once the optimal filter and threshold are found by mini-
mizing the weighted error, good values for � and 
 must be

computed. Schapire and Singer show that minimizing

� �

��
���

���
���	���� (7)

is a good criteria for choosing weak hypotheses. This cri-
teria can be used to compute good values for � and 
 as
follows.

First split the sum into a sum over negative and positive
examples:

� �
�

�������

���
�	���� �

�
�������

���
	����

�
�

� � �� � ��
� ����� � �

���
�
 �

�
� � �� � ��
� ����� � �

���
�� �

�
� � �� � ��
� ����� � �

���

 �

�
� � �� � ��
� ����� � �

���
�

Let ��
� equal the total weight of the positive examples

that are labeled negative (false negatives).

��
� �

�
� � �� � ��
� ����� � �

��

Similarly, let
��
� �

�
� � �� � ��
� ����� � �

��

��
� �

�
� � �� � ��
� ����� � �

��

��
� �

�
� � �� � ��
� ����� � �

��

Using this notation,

� ���
� �

�
 ���
� ��� ���

� �

 ���

� �
� (8)

We can minimize � with respect to � by taking the partial
derivative with respect to � and setting it equal to 0.

��

��
���

� �

 ���

� �
�
 � �

� � �
�

�
����

��
�

��
�

� (9)

Similarly,


 �
�

�
����

��
�

��
�

�� (10)

We use these equations to set � and 
 on each round of
AdaBoost.
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� Given example images ���� ���� � � � � ���� ��� where
the labels �� � ������� for negative and positive
examples respectively. For face recognition, �� �
����� �

�
��.

� Initialize weights ���� �
�
�

where � is the total num-
ber of negative and positive examples.

� Let � be the number of rounds to boost before resam-
pling

� For � � �� � � � � 	 :

1. Normalize the weights,


��� �
������
�������

so that �� is a probability distribution.

2. For each filter, �� , compute the best weak clas-
sifier, �� , that uses �� . This amounts to finding
the optimal threshold �� minimizing equation 6
for each possible filter. The error, � , is defined
in equation 6.

3. Choose the classifier, ��, with the lowest error �.

4. Choose � and � according to equations 9 and 10.
This defines the feature, �� given in equation 3.

5. If � is a multiple of � then resample to generate
a new training set with new weights.
Otherwise update the weights:

������ � �����
���������

� The final strong classifier is:

� ��� � ����

�
��
���

�����

�
�

Figure 2: The AdaBoost algorithm for classifier learning.
Each round of boosting selects one feature from the poten-
tial features.

3.2 Resampling

Recall that the total number of pairs is � �
�
��
�

�
which

can be prohibitively large. A simple proposal is to take a
random subset of the pairs for training. One issue is that
the number of positive examples, �

�
�
�

�
, is tiny compared

to the number of negatives. Chosing random subset with
10% of the pairs, could lead to the inclusion of very few
positive examples. Alternatively, selecting more positives
than negatives can significantly bias the classifier.

Recall that with each round of boosting the minimum
error weak classifier is selected:

��	
	

�
�

���������

where �� � ������� is the example label and �� is the

normalized example weight. This “expectation” can be ap-
proximated by first drawing a sample of examples based on
��, a proposal distribution. Using this new sample, the ex-
pectation is approximated as:

��	
	

�
�

��

��
�������

where the subscript � ranges over the sampled subset. If we
choose �� � �� then the weight on sampled examples is
unity. This approach focuses the computation on examples
with high weight, while preserving some semblance of the
overall distribution.

Resampling can be implemented in two passes as follows
[2]. Define the cumulative weight

�� �

��
���

��

where � equals the total weight of all examples (where
� is the total number of examples). Given a target sample
size of �, generate � numbers, �� on the interval 
�� � �.
Example �� is given weight equal to the number of �� such
that �� � �� � ����. This is equivalent to choosing an
example multiple times each with weight 1. Example �� is
chosen for the new training set if its weight is non-zero.

The selection process can be implemented in two passes
over the data - once to compute � and once to select ex-
amples according to the random samples.

4 Results

We have tested our face recognition algorithm on two dif-
ferent test sets. The first is the FERET test set which has
been widely used to evaluate face recognition algorithms
[8]. The second is a set of face images collected at our
lab which contains examples of 36 people over a period of
weeks.

4.1 FERET test set

We tested on the FERET set of FA and FB images. The
FA images are used as gallery images and the FB images
are used as probes. There are 1196 FA images and 1195
FB images. All subjects (with 1 exception) have exactly
one gallery and one probe image. The FA and FB images
for a single subject vary only in expression (neutral versus
smiling).

During the FERET competition one third of the FA/FB
data was made available for training, and that training data
was included in the final testing set [7]. The identity of the
sequestered examples is no longer available, so we use 398
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Figure 3: The first 5 features learned by AdaBoost on the
FERET training set are shown. The right filter is the neg-
ative of the left. A training image pair is also shown for
reference.

randomly selected pairs from the FA and FB set for train-
ing data. All images are cropped and rectified according to
the manually placed eye positions supplied with the FERET
data. We scale the images to 45 pixels high by 36 pixels
wide.

The training set yields 398 same pairs and 79,003
(398*397/2) different pairs. We use the AdaBoost algo-
rithm with resampling described in section 3. At any one
time, only 3178 different pairs and all 398 same pairs are
used for training. A new set of 3178 different pairs are cho-
sen from the full training set by resampling after 25 new
features have been learned by AdaBoost.

The training algorithm selects from a total 52,374 rect-
angle filters. These were uniformly sampled from the much
larger set of filters that will fit in a 45x36 pixel analysis win-
dow.

We ran AdaBoost for a total of 400 rounds yielding a fi-
nal classifier with 400 features. The first 5 features learned
are shown in figure 3. The first filter examines the eye and
part of the forehead. The second filter gives a rough indica-
tion of the width of the face (how close the edge of the face
is the left side of the image). The fifth filter serves a similar
purpose on the right side of the image.

Our results compare well with the best reported results
on the FERET data [8, 9]. On the recognition problem in
which there are 1196 gallery images and 1195 probe im-
ages, we achieve a rank-1 recognition rate of 94%. The
best reported result on this set is the USC system of von der
Malsburg et al. which achieves 96% [8]. The rank-N recog-
nition rate is the percentage of times that the correct gallery
image is within the top � similarity scores for each probe
image. On the verification problem, we achieve a 1% equal
error rate. The equal error rate is the point at which the per-
centage of correct verifications equals one minus the per-
centage of false alarms. The best reported equal error rate
on the FERET data is also 1% by the University of Mary-
land system [14, 9], while the USC system has a 2% equal
error rate.
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ROC curve for verification problem on FERET FA and FB images

Figure 4: ROC curve for verification task on FERET FA
and FB images. The equal error rate is about 1%.

4.2 Lab test set

For security and access control applications, it is important
to understand how well a face recognition system performs
as faces change subtly (or drastically) from day to day. For
such a scenario, we need a large data set of faces taken over
many weeks (or longer). We have begun collecting such
a data set at our lab. The data set currently consists of 36
people and about 3000 images taken over a period of about
a month. A person is photographed under semi-controlled
lighting (we have two light stands just behind the camera,
but there are windows which yield unpredictable natural
lighting as well). In general the lighting is fairly uniform
across the face. The data acquisition station is near the en-
trance of the lab, and individuals can go to this station at any
point during the day. In each session 10 images are taken of
the same individual using a digital video camera. The per-
son is asked to look at the camera with a neutral expression
and then a smile. The data set also contains some images
of the same person with and without glasses. Participation
is rewarded yet optional, and as a result the quantity of data
varies from 1 session to 30 with the average being about
9 sessions. We are continuing to add to this set so it grows
daily. A few images for 3 of the subjects are shown in figure
6.

All images were cropped and rectified by automatically
detecting the face and both eyes using the face detector of
Viola and Jones and left and right eye detectors built using
the same technique. The faces were cropped to � � ��
pixels. Each 45 x 36 pixel image is variance normalized to
partially compensate for different lighting conditions during
image acquisition. Figure 7 illustrates the automatic crop-
ping and rectification stage.
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Figure 6: Example faces in our database. Images shown have not been cropped and rectified. Each person is photgraphed
over many days.

Figure 7: Automatic face and eye detection to crop and rectify faces

The data was divided into a training set consisting of 20
people and a test set consisting of 16 people.

An initial training set of 2500 same face pairs and 2500
different face pairs was sampled from the entire training
set. The resampling AdaBoost algorithm was trained for
400 rounds with resampling every 25 rounds. The first 5
filters learned by AdaBoost are shown in figure 8. The first
filter is a fairly global measure of the brightness of the top
third of the face compared to the middle third. The second
filter measures a characteristic of the nose. The third feature
seems to be a measure of the hairline and probably indicates
that there was not a lot of variation in hair over time within
a single subject..

The resulting 400 feature face similarity function was
then tested on the 16 person test set consisting of 1239
faces. We again looked at both the face verification prob-
lem and the face recognition problem.

For face verification we computed the correct verifica-
tion rate and the false alarm rate for a large sample (50,000
face pairs) of the total set of same and different face pairs.
We achieve a �� equal error rate. The full ROC curve is
shown in figure 9.

Although this test set is currently fairly small in terms
of the total number of people, it has much more variation
than the FERET FA and FB images. Since verification is

not dependent on the number of people in the gallery, these
results are valid for any sized test set.

For face recognition, we used a single face image in the
gallery for each of the 16 subjects. Results can vary sig-
nificantly depending on which faces are chosen to be in the
gallery. To deal with this we chose a random face from each
person’s set of faces to be in the gallery. Then we computed
the rank-N recognition rates using this gallery set and using
all other images in the test set as probes. We ran this exper-
iment 100 times and computed the average rank-N recog-
nition rates. The average rank-N rates are shown in figure
10.

5 Conclusions

Face recognition, because of its many applications in auto-
mated surveillance and security, has garnered a great deal
of attention. While there have been many papers published
in this area, much of the debate has now moved outside of
the academic arena. Since details of many of the best com-
mercial algorithms are not publically available, it can be
difficult to compare results or gauge progress.

One approach for building reliable commercial recogni-
tion systems is to combine many disparate recognition al-
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Figure 5: Rank-N recognition rates for FERET FA and FB
images.

Figure 8: The first 5 features learned by AdaBoost on the
lab faces training set are shown. A training image pair is
also shown for reference.

gorithms. Since the face recognition problem remains quite
difficult, there appears to be a clear need for new and dif-
ferent algorithms. For this reason the appearance of a new
algorithm which is computationally efficient should have an
immediate impact on practical systems, since it can be in-
cluded in any system which evalutes a suite of algorithms.

We have presented a novel face recognition system based
on simple local features that are learned by looking at
intra-personal and extra-personal variations. Our system
in comparable to the best reported systems on the FERET
database. It also has the advantage of being very computa-
tionally efficient and light weight.

The learning algorithm we use to train the face similarity
function is also new. It allows AdaBoost to be used on prob-
lems that are too large to handle with normal AdaBoost.
The resampling idea is not specific to face recognition and
so will have broad applicability for any large machine learn-
ing problem.
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Figure 9: ROC curve for verification task on lab images.
The equal error rate is about 5.5%.
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