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Abstract

In time hopping impulse radio, Nf pulses of duration Tc are transmitted for each symbol. This
gives rise to two types of processing gain: (i) pulse combining gain, which is a factor Nf , and
(ii) pulse spreading gain, which is Nc = Tf=Tc, where Tf is the mean interval between two
subsequent pulses. This paper investigates the tradeoff between these two types of processing
gain with and without random polarity codes in the presence of timing jitters. Bit error rate
expressions are derived for both coded and uncoded systems and are used as the criterion to
choose optimal Nf and Nc values. The effect of timing jitters and multiple access interference on
the selection of optimal system parameters are explained through theoretical analysis. Simulation
studies support the theoretical results.
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Abstract—In time hopping impulse radio, Ny pulses of dura- |
tion T, are transmitted for each symbol. This gives rise to two &5 [g) . . . . |
types of processing gain: (i) pulse combining gain, whichisa "o 1 2 3 4 5 6 71
factor Ny, and (ii) pulse spreading gain, which isN. = T} /T, T 4.

where T} is the mean interval between two subsequent pulses. ;
This paper investigates the tradeoff between these two types |

of processing gain with and without random polarity codes in T, @ | @
the presence of timing jitters. Bit error rate expressions are 5 75 3 o 1
derived for both coded and uncoded systems and are used as<
the criterion to choose optimal Ny and N. values. The effect of

timing jitters and multiple access interference on the selection )
of optimal system parameters are explained through theoretical Fig. 1. Two different cases for an uncoded BPSK-modulated TH-IR system

analysis. Simulation studies support the theoretical results. when N = 24. For the first caseN. = 8, Ny = 3, pulse energy is5/3
y pp and for the second cas€. = 4, Ny = 6, pulse energy ig7/6.

o 1 2 3.

[. INTRODUCTION
Recently, communication systems that employ ultra-

wideband (UWB) signals have drawn considerable attentigfyyise spreading gain and is defined as the ratio of average
UWB signals occupy a bandwidth larger than S00MHz ange petween the two consecutive transmissions and the actual
can _mal_<e use of th_e existing spectrum. Recent Fede_ral Canhsmission time, that isy, = T /Z.. The total processing
munications Commission (FCC) rulings [4, 5] specify th§ain is defined a® = N.N; and assumed to be constant and
regulations for UWB communication systems in the USgcge [2]. The aim of this paper is to investigate the trade-off
Similar rulings are expected in the near future for Europe ap@uyveen the two types of processing gal, and N;, and to

Japan. _ _ _ calculate the optimalV, (Ny) value such that bit error rate
Commonly, impulse radio (IR) systems, which transmit the system is minimized In other words, the problem is

very short pulses with a low duty cycle, are employed tQ, decide whether or not sending more pulses each with less
implement UWB systems [6]. In an IR system, a train of pulssergy is more desirable in terms of bit error rate performances
is sent and information is usually conveyed by the positiqR,p, sending fewer pulses each with more energy (Figure 1).
or the polarity of the pulses, which correspond to Pulse this problem is originally investigated in [2]. Also [3]
Position Modulation (PPM) and Binary Phase Shift Keying,jy7ed the problem from an information theoretic point of
(BP'S'K), respectlvelly. Also, in order to prevent catastrophigew for the single-user case. In [2], it is concluded that
collisions among different users and thus provide robustnggsmytuser flat fading channels, the system performance is
against multiple access interference, each information sym pendent of the pulse rate for a coded system and it is in
is represented not by one pulse but by a sequence of pulses@ir of small pulse rates for an uncoded system. However, no
the location of the pulses within the sequence is determinggiing jitters are considered in that work. As we will see in this
by a pseudo-random time-hopping (TH) sequsgce [6]. FBAper, timing jitters have an effect on the trade-off between
example, the first signal in Figure 1 is an uncod&PSK- he processing gains and they modify the dependency of the
modulated TH-IR signal wherg pulses are sent in order t0p; orror rate expressions to processing gain parameters. In this
represent one biti1 in this case) and the pulse positions arBaper, the trade-off between two types of processing gain is

determined by the TH sequeng¢e, 5, 3}. investigated in the presence of timing jitters and expressions

The number of pulses that are sent for each informatigg, he hit error rate are derived for both coded and uncoded
symbol is denoted byV;. This first type of processing gaingystems.

is called the pulse combining gain, which is the pulse rat€ e remainder of the paper is organized as follows. Section
of the system. The second type of processing géinis the || jescribes the transmitted signal model and components of

1This research is supported in part by the National Science Foundzaltitcn1e received S|gnal at the output of a Matched Filter (MF)

under grant CCR-99-79361, and in part by the New Jersey Center for Wireléggelver' The_ BER gxpressmns for coded a_md uncoded systems
Telecommunications. are derived in Sections Ill and 1V, respectively and the trade-
2Also at the Department of Electroscience, Lund University, Lund, Sweden.
3In coded systems, the polarity of all pulses are determined by a randonfFCC also imposes restriction on peak-to-average ratio (PAR), which is not
polarity code sequence. considered in this paper.



off between the processing gains is investigated. Sectionwhere, without loss of generality, user 1 is assumed to be the

presents some simulation studies and numerical examples agmdr of interest. Also note that no timing jitters are considered

finally Section VI concludes the paper. for the template signal since the jitter models in the received
Il. SIGNAL MODEL signal are assumed to account for those jitters as well.

Consider a binary phase-shift keyed random time-hoppingF 0™ (2) and (3), the MF output for user 1 can be expressed

impulse-radio (TH-IR) system where the transmitted signdp follows:
from user k in an N,-user setting is represented by the VB (i+1)Ny-1
following model: Y1 = Tl bgl) Z R(egl)) +a+n, 4)
0o f J=iNy
sia) (1) = \/% > ds" bf’;}wwm(t—ij—c,§»’“)Tc+e§’“)), where the first term is the signal part of the output with
g — R(z) = [7_ wy(t)w.,(t — x)dt being the symmetric au-

_ . . . (1)  tocorrelation function of the UWB pulse; is the multiple
wherew,, is the transmitted unit-energy pulsEj, is the bit zccess interference (MAI) due to other users ands the
energy of uselk, e§.k) is the timing jitter atjth pulse of the output noises ~ NV(0, 02).

ﬁ:h ufser,Tf i? th)e ﬁve_ragt;ﬁ pulsebrepe;itionl time (also C"’t‘,"ed The MAI term can be expressed as sum of interference
e “frame” time), is the number of pulses representin o Nu (k
one informaion Symbol, which s calld the puse rate of T (0T, $2Ch U56r et 1 © e whee each,
(k) i i i
system, and | € {+1, -1} is the information symbol {5 gne pulse of the template signal:
transmitted by usefk. In order to allow the channel to be
exploited by many users and avoid catastrophic collisions, a

(+1)Ny—1
E
(k) k (k)
pseudo-random sequen¢e”’}, wherec!”) € {0,1, ..., N. — a N > q, (5)

1}, is assigned to each user. This sequence is called time T =ing
hopping sequence and provides an additional time shift where
c§k)Tc seconds to thejth pulse of thekth user whereT, 0
is the chip interval and is chosen to satisfy < T;/N. in  a/® = d" /wm(t — 1Ty — V) Z dgk)b(L’;)/N”
order to prevent the pulses from overlapping. Without loss of j=—o00
enerality, Ty = N.T. is assumed throughout the paper. . k k
’ Two di)f{ferfent IR systems will be congidered de%e%ding on X Wra(t = jTy = Cg' T + 65' ). (6)

(k) i “ wog(k) ;
d; ..T.he system s cal!etj(k)uncodgd ;= =1, w?’]’ As can be seen from (6&45’“) denotes the interference from
and it is called “coded” ifd;” are binary random variablesyserf to thelth pulse of the template signal.
]tcgl:l&g %aiiﬁ; with equal probability and are independent Let pl(l) denote the position of thih pulse of the template
N = N.N; is defined to be the total processing gairsignal in theith frame oY =1, No) for I = iNy, ..., (i +
Assuming a large and constait value, the aim is to obtain 1) N, —1. Similarly, Writepl(k) for the position of théth pulse

the optimal N (Ny) value that minimizes the bit error rateof the received signal from usér Then,a!") can be expressed

(BER) of the system. a L.
The received signal over a flat fading channel (for multipa@nS follows forp,* =2,..., No — 1:

channels, see [1]) in aV,,-user system can be expressed as a;'«) — bgk)dl(l)dl(k) [R(ng))I{pl(l):pgk)}
SRS My 1 i
k k) 4 (k _ ) i )
r) = kz Ny Z d; )b(U;NfJ +R(T :Z) ) {p{V —pM=1}"{e{" >0}
=1 j=—o00 +R(Tc+¢ ") ]{pgm7p§1):1}1{el(k)<0}}’ @

5 ) (k)
wrat = 3Ty = ¢ et €57) +ounl(®), - (2) for | = iNy,...,(i + 1)Ny — 1, where I, is the indicator
wherew,., is the received UWB pulse an€{t) is a zero mean function taking valuel in set A and 0 outside. In obtaining
white Gaussian noise with unit spectral density. (7), the following observation is employed: There occurs
We assume that all users are synchronizadd jitters are interference from usek to thelth pulse of the template signal
independent identically distributed (i.i.d.) for each user. Thatuser k has itsith pulse at the same position as e pulse

is, egk) forj=...,-1,0,1,... form an i.i.d. sequence. Also of the template signal or it has it¢h pulse at a neighboring
the “jitters are assumed to be small compared to the clupsition tolth pulse of the template signal and there is a partial
interval 7. overlap due to the effect of timing jitter.

Considering a Matched Filter (MF) receiver, the template =

. ; . or pl(l) = 1, we also consider the interference from the
signal at the receiver can be expressed as follows:

previous frame of the signal received from uger
(i+1)Ny—1 i
(k) _ 1 (k) 5(1) (k) (k)

NS A w,a(t = Ty = ¢VT2). (3) ar = b d R ) oy

, s PR+ ) 0 T 0]

5Symbol synchronization among different users does not need not be (k) ,(1) 4(k) (k)
assumed for coded systems. Chip synchronization is sufficient in that case. i d; dl—lR(TC - 6l—1)1{;95’1)1:NC}I{e,(k)1>0}’ (8)

(1) (t) = 1

Stemp



fori =iN;+1,...,(:4+ 1)Ny — 1. Note that forl = iNy, we From the last expression, it is observed that BER increases
just need to rep|acé %) in the third term byb(’“) since the as N. increases. In other words, BER is smaller for larger
pre\”ous bit will be in effect in that case. pulse ratENf It is seen from Lemma 3.1 that MAI for
Similarly, for Pz(l) — N, a coded system is asymptotically independent of processing
gains. Therefore, the second term in the denominator of (14),
al® = pPaM dM RN 1 which is the term due to MAI, does not depend & (Ny).

.
P =N The only term that depends on the processing gain is the first
+R(T. — efk))I{p<k>:N o] term in the denominator, which reflects the effect of timing
b(k)d(l)d(k) R (k) : ‘ : jitters. This effect is mitigated by sending more pulses per
i BT + €l+1)I{p§i>1:1}f{e§i>l<0}v ©)  bit (large N) as can be observed from (13). Therefore, for a

*) - coded system, keepingy; large helps to reduce BER. Also
forl =iNg,..,(i+1)Ny —2. Forl = (i+1)Ny —1,b;"" in  note that in the absence of timing jitters, (14) reduces to

the third term is replaced b, ;. Po=Q—— ) in which case there is no effect
Our aim is to obtain the probability distribution af*) = (Nu—1)E/N+0o2
VE, v (i+1)Np—1 (k) “We will consider coded and uncoderf processing gain parameters to BER performance, as stated
n[2

Ny I=iNy ]
systems separately at this point. '
II. CODED SYSTEMS IV. UNCODED SYSTEMS
For coded systems, the following lemma approximates theFor uncoded systems, the following lemma approximates
probability distribution of the MAI from usek alk): the probability distribution of the MAI from usdf, alk):
Lemma 3.1: Assume thatV — oo and — ¢ > 0. Lemma 4.1: Assume thatV = — oo and — ¢ > 0.
Then, the MAI from usek, a®), is asymptotlcally normally Then, the MAI from usek, a*), given the mformatlon bit
distributed as ey bik), is approximately d|str|buted as
)~ N(0, Em/N ), (10) —
2( (k) 2 (k) ’C)\b(.k) ~ N (p01 L @( oy b + 52)
Proof See Appendix A ’ (15)
When probability distributions of the jitters are i.i.d. for allyhere
users, the MAI ternmu is distributed as follows: *) *)
N, no= E{REM)} +E{R(T. — [¢M])},
a~ N <07 752@) . 11 v = E{R(EM)}+ E{R2( — ™),
= B = 2E{R(T. — [P R(e™)} = 2(E{R(T. — |*)])})?
0

Assuming interferers with equal energy, for simplicity, we RO
havea ~ N (0, (N, — 1)E~y2/N). Then, using (4), the bit + 4/_ R(T. + €V )p(e™ ) de
error rate (BER) conditioned on the timing jitters of uder *

can be expressed as follows: X / R(T, — e(k))p(g(k))de(k)7
0
(i+1)Ns—1 1
ZJ iy T REY) By = 2E{R(T, — |€M])>2. (16)
Pe\g(l) = Q 5 y (12) .
\/0' Ny —1)Ey2/N Proof See Appendix B
M ) Note that for systems with largeN., the MAI
wheree) = [y Ny = €y N - in the uncoded case given the mformatlon symbol

For large value ofo, |t ffollows from the Central Limit b<k) can be approx|mate|y expressed as®) \b
i+1)Np—1
Theorem (CLT) thaty- Zg th "t R(\V) is approximately s b 1 VEr /N, , (15 — 12 /N,) ).

Gaussian. That is, First consider a two-user system. For equiprobable informa-
(i+1)Nyp—1 tion symbols+t1, the BER conditioned on timing jitters of the
Ff Z R(e§1)) ~ N (1,02 /Ny), (13) first user can be shown tofﬁN -
J=iNy 1 Zj =iN; "UR(e ) + 2 m

wherey = E{R(c{")} ando? = Var{R(¢\")}. Then, using Pepern ~ 5@

o2 + B¢ (y2 —11/Ne)
the relation EQ(X) ) for X ~ N(j,62), the

s
1= (i VEL (DN L R D) s

unconditional BER can be expressed as follows: 1@ j=iNg NN
_|_ —_
2 2
VE 02 + B2 (2 — 77 /Ne)
P=Q | —— = (14) v (17)
\/ ¥ Ne+ (Ny = 1)Ey2/N + 03, Then, for largeN; values, we can again invoke the CLT

and obtaer CHON =L R(eW) ~ N (1, 02 /N) with 1 =
SNote that the frame index is removed from the jitter for simplicity since ) E] =iNs ( gl)) (M’ / f) ,u
jitters of a user at different frames are i.i.d. E{R(e; ")} and o® = Var{R(e; ’)}. Then, the unconditional



Amplitude

Time (ns)

Fig. 2. UWB pulse and the autocorrelation function #r = 0.25ns.

BER can be similarly obtained as

B lQ VEip+ %2y
e ™~ 5 o2
VEE N+ 5 (02 = 7/N0) + 3
1 VEin— Y%y
+ 5@ =L (18)

i N + B2 (v, —43/N,) + 02

\/

Fig. 3. BER versusV; for coded and uncoded systems.

results. The UWB pulseand the normalized autocorrelation
function used in the simulations are as follows [7]:

2 2, 2
u}(t) = (]_ _ 4:;) e—2mt /T 7 (20)
At 471'2 At —r(Aty2
R(At) = {1 —477(7)2 + 3(7)4} e (3 (21)

wherer = 0.125ns is used.
The timing jitter is modelled by/[—25ps, 25ps] and T, is

For the multiuser case, assume that all interfering usef§osen to b@.25ns. The total processing gaiN = NNy is

have the same energy and probability distributions of the

taken to be630. Also all 10 users (V,, = 10) are assumed to

jitters are i.i.d. for all of them. Then, the total MAI can bepe sending unit energy per b = 1 Vk) and o2 =0.1.
approximated by a zero mean Gaussian random variable withrigure 3 shows the BER of the coded and the uncoded

variance(N,, — 1) {%ﬁ + Ly, — yf/Nc)} for sufficiently

large number of usersy,,.
Then, after similar manipulations, BER can be expressed

VEiu

W;VUZNCHNU—UE (3% + 3 -

~
~

Pe~Q

i
NN,

)+t
(19)
Considering (19), it is seen that for relatively smal.

values, the second term in the denominator, which is t

term due to MAI, becomes large and causes an increas
the BER. Similarly, whenN., is large, the first term in the

denominator becomes significant and the BER becomes h

again. Therefore, we expect to have an optimal value.

Intuitively, for small N, values, the number of pulses per bit,
Ny, is large. Therefore, we have high BER due to large amount-
of MAI. As N, becomes large, MAI becomes more negligibleihv

However, making/N, very large again causes an increase
BER sinceN; becomes small in that case and effect of timin
jitter becomes more significant. The optimal (/Vf) value
can be approximated by equating the first derivative of (1
with respect toN, to zero.

V. SIMULATION RESULTS

In this section, bit error rate (BER) performances of cod

€.

%%;

e

system for differentV; values. It is seen that theoretical values
match quite closely with the simulation results, especially
when Ny gets larger, since the Gaussian approximation gets
better asN; increases. For the coded system, the BER
decreases a8/ increases. Since the MAI is asymptotically
independent ofV; as shown in Lemma 3.1, the only effect

‘to consider will be timing jitters. Since the effect of timing

jitter is reduced for largeVy, the plots for coded system show

a decrease in BER a¥; increases. For the uncoded system,
there is an optimal value of the processing gain that minimizes
BER of the system. In this case, there are both the effect
iming jitters and the effect of MAI. The effect of timing
ers is mitigated using larg#’; while that of MAI is reduced

ing smallNV,. The optimal value of the processing gains can
e approximately calculated using (19).

jit

VI. CONCLUSION

he trade-off between two types of processing gain is
estigated in the presence of timing jitters. It is concluded

at in a flat fading channel sending more pulses per bit
Hecreases the bit error rate in a coded system since MAI is
independent of processing gains and effect of timing jitters is

duced by sending more pulses. In an uncoded system, there
is a trade-off betweetV,. and N, which reflects the effects of
timing jitter and MAI. Optimal processing gains can be found
by using an approximate closed form expression for the bit
error rate. Future work will extend the results to frequency
%alective channels.

and uncoded systems are simulated for different values ofy, (1) = w(t)//Ep with E, = [°°_w?(¢)dt is used as the received
processing gains and the results are compared to the theoretives pulse with unit energy.
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APPENDIX
HR(eF) + R(T. — ")

A. Proof of Lemma 3.1 L9 50y
Considera" given by equations (7)-(9). In the coded case, . ]&
it is easy to see that {Iﬁl(k)} = 0 due to the independence lan <0 NZ

of polarity codes for differenz frame indices.kTo calculate Then, taking expectation with respect to timing jitters, we
the variance, the relation {£a{*)2} = E{E{(a{")2|e®}} get

+R(T. + )1 (24)

is employed. From equations (7)-(9), we have E{al(k')|b§k)} =My /N, (25)
k Ne—2 k k
E{(0f")?1eM} = S IR + BT = ) T oy wherey, = E(R(GY)) + E(R(T, — [6]))

By similar calculations, it can be shown that

1 k)
+RY (T + ) I, 1o _g ] + 5 [R2(6) k k 2 o, 2
PO TN (o)) = 5+ e BRI ER(T. — €M)
+R2(Tc + ‘Ez(k))l{q(k)@} T RQ(TC o 61(5)1)1{651‘;)90}} 0 C
4 (o)
1 . . / R(Ts 1+ <™ p(c™de® [ R(T, — e®)p(e®)de®
) + BT = Do, TV (et Ip e J A= eple 6(26’)

wherep(e(¥)) is the probability density function of i.i.d. timing

_ _ _ jitters for userk andy, = E{R2(e*)} + E{R2(T, — e*))3.
where independence of the polarity codes for different framgote that frame indices are omitted in the last equation since
indices and the fact that probability that a pulse is in a givgRe results do not depend on the frame index.

k
+RA(T. + 6l(+)1)j{ez(fi)1<o}]’

chip In the Trame 15,/ are employed. The cross-correlations between consecutive values of the 1-
Then, it is stralghtfor\(/v)ard to show that dependent Sequenoé]’“vf, o GEZ-H)Nf_l secutive values of i
E{(alk )2} = v /N, (22) P |
(k) (k) E{al( )a§+)1 bg )} = 712/]\[62 — e 'YIE{R(TC _ ‘e(k)D}
Where’72 = E{RQ(GZ )} + E{RQ(TC _ |6l |)} 1 1 g
(k) (k) ; ; I
Note thataiNf7 e @iy, T8 identically distributed but + SE{R(T. — ‘G(k)DR(e(k))} n ﬁ(E{R(TC B |€(k)|)})2.

not independent. However, they form a 1-dependent sequence ¢
[8]. Therefore, for largeN, values, sum of them converge Then, invoking the theorem for 1-dependent sequences
to a zero mean Gaussian random variable with varianf®, the sum of interferences due to each pulse of the
Ny[E{(alN,)?} + 2E{a{y, aly ., }] [8]. It is easy to show template,>°{"E VY 7! oY ("), s distributed as a Gaussian
that the_cross—correlat[on term is zero using the mdependerpgﬁdom variable with meadva{a(k)|b(k)} and variance
of polarity codes for different indices. Hence, ) ) (0 (}C) ¢ (k) 1 (K)o

Ny (Var{a{ o™} + 2[E{a{" o) o} — (E{a{"n{V})7]),

(i+1)Ny—1 . I+1
Z a;k) ~ N(0, 72N /N,). (23) which can be expressed as
I=iN; N(()E’C)nyl 7 Nf(ﬁ—ﬁ—f—ﬁ—l,—k B )>’ 27
Then, using (5), we get®) ~ N'(0, Exy2/N). Ne Ne NZ N} N?
B. Proof of Lemma 4.1 where~yi, 2, /1 and 3, are as in (16).

i : Then, using (27) in (5), (15) is obtained.
Similar to the proof of the previous lemma, we want to

approximate the distribution of*) = \{VE; Zl(i:t}\?f]\'f_l at®)
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