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Abstract—This paper presentsa new schedulingschemeto support pre-
mium sewvice in the Differentiated Sewice (DiffServ) architecture. It is
basedon weightedpacket schedulingpoliciessuchasweightedround robin
or fair queueing The keyfeature of the newschedulingschemds to change
the schedulingweights of Behavior Aggregatesadaptively. By adaptively
adjusting the weightsaccording to the dynamicsof the averagequeuesize
of premium sewice, the proposedschemecan achieve low lossrate, low de-
lay and delayjitter for the premium sewvice. Mor eover, it requiresneither
rigid admission control nor accurate traffic conditioning to support pre-
mium sewicein the DiffServ architecture. This adaptive packet scheduling
is shown to absorb the transient burstinessof the Expedited Forwarding
(EF) aggregate— which is causedby the traffic distortion inside the net-
work — without incurring packet lossor increasingthe queueingdelay.

|. INTRODUCTION

DifferentiatedService(DiffServ) [1], [2] hasbeenproposed
asascalablemethodfor providing the Quality of Service(QoS)
over IP networks. In the DiffServ architectureperflow states
and signalling are not requiredat core routers; traffic condi-
tioning andperflow managemerdredoneat edgeroutersonly.
Basedon the DS field in the IP header IP flows are classified
into differentaggreyates,and servicesare provided for aggre-
gatesjnsteadof individual flows, anddefinedby a small setof
PerHop Behaviors (PHBs). PHBsaretheforwardingbehaiors
appliedto aggrgyatesat corerouters.

Currently threetypesof PHBsarespecifiedin the DiffServ
architecture Expedited~orwarding(EF) PHB[7], Assuredror-
warding (AF) PHB [8] and Best-Efort PHB. EF is to support
premiumservice[10] in the DiffSery, which hasbeenproposed
asavirtual leasedine. Providing low lossrate,low delay low
delayjitter andan assuredhroughputis the main goal of pre-
mium service . AF only provideslow lossratewithoutary guar
anteeon delayanddelayijitter.

To implementpremiumservicein IP networks, the paclet
schedulemat a routermustmeetthe EF goals. Amongthe vari-
ousproposegaclet schedulingschemespriority queueingand
weightedroundrobin have attracteda greatdealof attentionas
the meansof realizingEF duemainly to their simplicity. They
have beenevaluatedby simulationexperimentg7]. The sim-
ulation resultsshav that priority queueingcan provide lower
delayandlower delayjitter for an EF flow thanweightedround
robin. Thisis expectedsincewith apriority scheduletheprior-
ity queueis alwaysservicedbeforeary otherqueueto guaran-
teetimely delivery of paclets. However, priority queueingcan
causegreaterburstinesssincethe EF pacletsdo not getinter-
leavedwith ary otherpacletsthatbelongto a differentbehaior
aggrgate(BA).! Theaggreationof EF flows leadsto theclus-
ter of EF paclets,andthe EF burstinessncreasesvith thenum-

LA behaior aggr@ateis asetof pacletswith thesameDS field in aforward-
ing path.
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ber of EF flows aggreyatedat corerouters. The side effects of

priority queueingcould causethe EF paclet arrival rateto tem-
porarily exceedthereseredservicerateat corerouters thereby
resultingin paclet losses.Recentwork hasconfirmedthat pri-

ority queueingleadsto increasedurstinessand bursty paclet
loss[4].

The weightedround robin (or weightedfair queueing[3])
schedulingdoesnot have suchdravbacks but the traffic distor
tion insidethe network andthe dynamicflow aggreyationmake
it difficult to usestatic weightsat routers. To provide no (or
very small) queueingdelays,the premiumservicerequiresthat
at every transitnodethe EF aggregjates maximumarrival rate
shouldalwaysbe lessthanthe aggreyates minimum departure
rate. Therearetwo prerequisiteso meetthis requirement:(1)
the EF aggregyatehasa well-definedminimum departurerate,
whichis independentf the dynamicstateof therouter;and(2)
the EF aggreyateis conditioned,which includespolicing and
shapingto ensurethatits arrival rateat ary routeris lessthan
therouter’s configuredminimumdepartureate.

Unfortunately traffic conditioningis only performedat edge
routers.Traffic distortioninsidethenetwork suchaspacletclus-
tering could violate the promisedtraffic specification.Further
more, in eachrouterthe numberof flows in the EF aggreyate
changeswvith theadditionor departureof anindividual EF flow,
and hencethe minimum departurerate for the EF aggrejate
shouldbe dynamicallyadjustedto reflectthe changeof traffic
profile. Without the supportof rigid admissioncontrolandac-
curatetraffic conditioning, the static setting of weightscould
causebursty pacletlosses.

In this paper we proposean adaptve-weighted paclet
schedulingschemedo supportdelay-sensitie andloss-sensitie
traffic in the DiffServarchitectureywhich canapplyto weighted
roundrobin andweightedfair queueing.The proposedscheme
not only guaranteetow lossratebut alsoachiezeslow queue-
ing delayanddelayjitter for EF flows. A slightly larger buffer
spacefor EF aggreatess usedto absorbthe burstinescaused
by traffic distortioninsidethenetwork, andreduceghelossrate
of EF aggreates. However, a larger buffer spacecould cause
longer queueingdelay and larger delay jitter to EF paclets,
whichshouldbeavoided. To solve this problem we useEWMA
(ExponentiallyWeightedMoving Average)o estimateheaver-
agequeussizeof premiumservice.By adaptvely adjustingthe
weights,we keepthe averagequeuesize small, guaranteeing
smallaveragequeueingdelay Also, we usea low-pasdfilter to
estimatehe averagequeuesize, whichmakestheinstantaneous
gueussizeslightly fluctuatewith time, resultingin asmalldelay
jitter.

Although the deployment of bandwidthbroker [11] could



malke dynamicresourceprovision a possibility andthe traffic

conditioningat edgeroutersshapesheincomingtraffic astheir

traffic specificationtherearestill mary factorsthatcouldcause
traffic distortioninsidethe network:

« the transienteffect causedby the dynamicflow aggreya-

tion;

« inaccuratdraffic shapingatedgerouters andnotraffic con-

ditioning at corerouters;

« pacletclusteringcausedy cascadedueueingeffects;and

« thepathchangesausedy routeflip.

It is thereforeimportantto make the packet schedulerat a core
routeradaptveto absorkthetraffic distortioninsidethenetwork.
The performancef the proposedschemds evaluatedby simu-
lation. The simulationresultshave shavn the proposedscheme
to reducethelossratesignificantlywithout degradingthe delay
anddelayjitter.

The rest of this paperis organizedas follows. Section2
briefly reviews the backgroundandrelatedwork. The proposed
schedulingschemes detailedin Section3. Section4 presents
the performanceavaluationof the proposedscheme. Finally,
Section5 concludeghepaper

Il. BACKGROUND AND RELATED WORK

To supportend-to-endQoSin the Internet,the IETF hasde-
fined two major architecturedor augmentingthe single-class
best-efort service: IntegratedServicegIntServ)[12] and Dif-
ferentiatedServices(DiffServ). In the network dataplane of
the IntServarchitectureschedulingschemesuchasWeighted
Fair Queueing(WFQ) [3], Virtual Clock (VC) [17] and Rate-
Controlled Earliest Deadline First (RC-EDF) [15] have been
proposedo supportguarantee@oS.In thecontrolplane,asig-
nalingprotocolRSVP[16] is requiredfor admissiorcontroland
resourcaesenation. While IntServprovidesQoSguaranteest
requiresperflow managemendt corerouters,which placesan
unbearabldurdenon corerouters. Dueto its poor scalability
of the IntServ architecture DiffServ hasbeenproposedas an
alternatve.

In the network dataplane of the DiffServ architecture the
needfor perflow statemanagemenat core routershasbeen
eliminated. A corerouterimplementsa simpleschedulingand
buffering mechanisnto senetheaggreyatedflows basednthe
DSfield in thelP headerBy pushingthecomplexity to theedge
routers,DiffServ’s dataplaneis muchsimplerandhencemore
scalablehanintServ While DiffServis morescalableit still re-
quiresthe supportof admissioncontrol, resourceprovisioning,
andservice-leelagreemenbnthecontrolplane.A novel band-
width broker architecture[18] hasbeenproposedfor admis-
sioncontrolandresourceprovisioningin eachnetwork domain,
which decouple€QoS control from corerouters. Corerouters
do not maintainary resenation state;all resenation statesare
storedin, andmanagedy, bandwidthbrokers.

For paclet schedulingn the dataplane,a numberof mecha-
nismsareavailableto implementcoarse-graiQoSsupport.Be-
sidespriority queueingand a weightedround robin scheduler
Class-Base®Queueing([CBQ) [6] canbe implementedo meet
therequirementsf forwardingbehaiorsin the DiffServarchi-
tecturejn whichthe EF pacletsaregivenpriority upto thecon-
figuredEF rate.

I1l. THE PROPOSED SCHEME

To dealwith the traffic distortionand dynamicsof flow ag-
gregation,we proposean adaptve-weightedpaclet scheduling
schemewhich canbe appliedto weightedroundrobin or fair
gueueing.Thefeaturesof adaptve-weightedschemenclude:

« A slightly largerbuffer spacdor premiumservices usedto
accommodaté&ransientoursts.In thecurrentlETF propos-
als, the buffer spacefor premiumservicecanonly contain
1 or 2 pacletsin orderto achieve low delayandlow delay
jitter;

« Exponentialveightmoving averagg(EWMA) is employed
to estimatethe averagequeuesize of premiumservice,
whichis theindex usedfor calibratingthe weights;

« Theweightof premiumserviceis adaptvely adjustedac-
cordingto the dynamicsof averagegqueuesize. However,
thereis an upperlimit by which the weight of premium
serviceshouldbe boundedand

« By maintainingaverysmallaveragejueuesize,low queue-
ing delayis achieved. Also, a low-passfilter is usedto re-
ducethefluctuationof instantaneougqueuesize,achievzing
low delayjitter.

To provide differentpaclet-forwardingservicesjn the Diff-
Serv architectureeachbehaior aggreate hasits own buffer
spaceat corerouters,insteadof a commonsharedouffer. The
“gqueuesize” mentionedn this papemrefersto thequeuefor pre-
miumservice.In thefollowing subsectiontheproposedcheme
is detailed.

A. Adaptive Weight Calibration

As with RandomEarly Detection(RED) [5], we employ the
estimatedaveragequeuesize of premiumserviceasthe index
to adaptvely adjusttheweights. The averagequeuesizeof pre-
mium serviceis calculatedby using a low-passfilter with an
exponentialweightedmoving average Assumingavg is theav-
eragequeuesize,q is theinstantaneougueuesizeand f; is the
low-pasdilter, the averagequeuesizeof premiumservicels es-
timatedas:

avg < (1 — fi) -avg+ fi - q

To reducethe fluctuationof instantaneougqueuesize, the low-
pasdilter f; is setto 0.01in the proposedschemewhichresults
in alow delayjitter.

To adaptvely calibratethe weight of premiumservice,two
thresholdgdminimumandmaximum)areintroduced.The min-
imum thresholdrepresentshe desiredqueueingdelay andthe
maximumthresholdrepresentshe acceptablegueueingdelay
By keepingaverageajueuesizebelov themaximumthresholda
low queueingdelayis achiered. To accomplistthis, the weight
of premiumserviceshouldbe proportionallyincreaseancethe
averagequeuesize exceedsthe minimumthreshold. However,
theweightof premiumservicecannotexceedanupperlimit af-
ter the averagequeuesizereachesnax,;; otherwise the pro-
posedschemewould temporarilydegradeto priority queueing
andleadto paclet clustering.

In our proposedchemethereis alinearrelationshigbetween
theweightof premiumserviceandthe averagequeuesize. As-
sumethe original weight of premiumserviceis w,, thenthe



weightfunctionof premiumserviceis givenby:

Wp, avg € [0,0.5)
flavg) = { Rl 4wy, avg € [0.5,2)
upper, avg € [2, full]

wherethe upper is the upperlimit thatthe weightof premium
servicecanreachandavg is theaveragegueuesizeof premium
service.If thetotal weightis 1,thenEF,, + AF,, + BE,, = 1,
whereE F,, istheweightof premiumservice AF,, istheweight
of assuredserviceand BE,, is the weight of best-efort. We
suggesthe upperlimit of EF, to besetto 0.7, andtherestof
weight to be usedby assured-fonarding (AF) and best-efort
services.

Sincethetotal weightfor a sharedink is fixed, theincrease
of premiumservices weight must causethe sameamountof
decreasén thebest-efort’sweightor AF’sweight. Therulewe
appliedhereis: first shift the weight of best-efort to premium
service,andif this is not enoughand the weight of premium
servicehasnotreachedts upperlimit, thenpartof AF’'s weight
will be shiftedto premiumservice.However, oncethe average
gueuesize of premiumservicebacksdown belov maz,y, the
weightstakenfrom best-efort or AF will bereturned.

To meettherequiremendf no or avery smallqueueinglelay
of premiumservice we settheminimumthresholdo 0.5andthe
maximumthresholdto 2, measuredn pacletsinsteadof bytes.
Figure 1 illustratesthe dynamicsof the weightscalibration,in
which the initial weightsare0.3,0.3and0.4 for premiumser
vice, AF, andbest-efort, respectiely. Sincethe upperlimit for
premiumserviceis 0.7,no neecto shift theweightfrom assured
serviceto premiumservicein this case.

Fig. 1. TheDynamicsof Weights

IV. PERFORMANCE EVALUATION

Simulation is used to evaluate the proposedscheduling
schemeTo characterizehe EF behavior, threeQoSmetricsare
included: paclet lossrate, one-way end-to-enddelay andone
way end-to-endlelayjitter. Thedefinitionof delayjitter follows
theonegivenin [7], whichis basedn the one-way end-to-end
delayanddefinedasthe absolutadifferencebetweerthe delays
of two consecutie paclets. AssumeD; is the one-way end-to-
enddelayof thei,;, paclet,thenthe one-way end-to-enditter is
givenas:

Jitter = |Di+1 — Dll

To evaluatethe effect of weightchange®n assuredndbest-
effort serviceswe measureffective throughputa.k.a.goodput,
which doesnotincludedroppedor duplicatedatapaclets.

A. Smulation Setup

Our simulationsare donein ns-2[14] with DiffServ addi-
tions [9]. A relatively simple, yet sufficiently representatie
simulationtopologyis used,which is shovn in Figure2. All
nodesarein a single DS domain. Eachend-hostis connected
to its respectie edgerouter, which doesperflow traffic shap-
ing and conditioning. The edgeroutersare connectedsia two
corerouters.Thelink capacityandtheone-way propagatiorde-
lay betweenan end-hostand an edgerouterare 10 Mbps and
1 ms,respectiely. However, the bandwidthandthe link delay
betweerrouters? aresetto 3 Mbpsand10 ms,respectiely.

End-hosts End-hosts

Egde Routers

Egde Routers

Fig. 2. Thenetwork topologyusedfor simulationexperiments

The paclet sizeis setto 256 bytessincethe averagepaclet
size measuredon WAN links is reportedto be about 250
bytes[13]. In all simulation experimentsthe paclet size is
fixed, and hence,the comparisorbetweenadaptve and static
weightscanalsobeappliedto weightedfair queueingalthough
weightedround robin is employed in our simulation experi-
ments. The buffer spacan our simulationis measuredn num-
ber of paclets. For AF and best-efort services,their buffer
sizesat routersare setto 100. For premiumservice,accord-
ing to the recommendations the IETF proposalsthe buffer
sizeatroutersis setto 2 in both casef staticweightedround
robinandpriority queueingHowever, in theadaptve-weighted
schemeaslightly largerbuffer — whichis setto 6 in our simu-
lation— is usedfor premiumservice.

TABLE |
INITIAL WEIGHT SETTING

EdgeRouters| CoreRouters
PremiumService 0.1667 0.3334
AssuredService 0.3333 0.3666
Best-Efort 0.5 0.3

The traffic type in our simulationis UDP. The background
traffic includesAF and best-efort aggreyates,whosesource
transmissiorratesare 1 Mbpsand2 Mbps, respectiely. They
arekeptunchangedor all simulationexperiments.For EF ag-
gregatestheminimumpacletinter-arrival timeis variedfor dif-
ferentsimulationexperimentscateyorizing the simulationinto

21t doesnot matterif it is anedgeor corerouter



differentscenarios.The initial weight settingsat edgerouters
andcoreroutersarelistedin Tablel.

B. Smulation Resultsand Analysis

We now presentheresultsobtainedfrom the differentsimu-
lation scenariosAccordingto the minimumpacletinter-arrival
time of anEF flow, threesimulationscenariosretested:under
provisioning,on-provisioningandover-provisioning.

Underprovisioning: is mainly causedy thelackof rigid ad-
missioncontrolandthe dynamicflow aggreyation. In this
case,the minimum paclet inter-arrival time is setto 3.5
msec.

On-provisioning: rigid or dynamicadmissioncontrol is as-
sumedso thatthe effect of dynamicflow aggreationhas
beeneliminated.Only traffic distortioninsidethe network
causedy pacletclusteringis simulated andtheminimum
pacletinter-arrival time is setto 4 msec.

Over-provisioning: the resourcest routersare over-booked
for premiumservice. The minimum paclet inter-arrival
timeis setto 4.5msecin this scenario.

The goal of our simulationis to evaluatethe adaptve weighted
roundrobin in termsof paclet lossrate,delayanddelayijitter,
andcomparets performancevith thoseachievedby usingstatic
weightedroundrobin, andpriority queueingn thesesimulation
scenarios.

Figure3illustrateshepacletlossrateof EFaggreyate shaw-
ing thatthe proposedschemechievesno pacletlossin all sim-
ulation scenarios.In contrast,the staticweightedround robin
andpriority queueinghave unacceptablhigh paclet-lossrates
in caseof underprovisioning,andexperienceacketlossin case
of on-provisioning.

Priority ——
Static
Adaptive -

Packet Loss Rate

3.4 36 38 4 42 44 46
Packet Inter-arrival Time (msec)

Fig. 3. Paclet-lossrate

In comparisorwith staticweightedroundrobin and priority
gueueing the adaptve-weightedschemesignificantly reduces
the paclet-lossrate of premiumservice. However, this is due
partly to thedeploymentof a largerbuffer for premiumservice.
So, it is very importantthatthis reductionof pacletlossshould
notbeattheexpenseof longerend-to-endlelayandlargerdelay
jitter.

The averageone-way end-to-enddelay experiencedby EF
pacletsis plottedin Figure4. As expected,priority queueing
hasthe smallestaverageend-to-enddelay However, ascom-
paredwith static weightedround robin, the proposedscheme
doesnot causealongerdelayeventhoughit usesalargerbuffer
for the EF aggreyateat routers. In the caseof on-provisioning,

the adaptve-weightedschemeeven achieves a slightly lower
end-to-endlelaythanstaticweightedroundrobin.
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Fig. 4. Averageend-to-endlelay

For real-timeaudio/videcapplicationsdelayijitter is the key
metric that affects the quality of service. To illustrate the de-
lay jitter of differentschedulersthe cumulatve distribution of
end-to-endlelayjitter experiencedy the EF pacletsis plotted
for eachsimulationscenario.Figures5 and6 plot the one-way
delayjitter in theunderprovisioningandon-provisioningcases,
respectiely. The proposedschemealsoachiezesa smallerde-
lay jitter than staticweightedroundrobin in both cases. Fig-
ure7 plotsthe delayjitter in the over-provisioningcase where
the proposedschemeandthe static weightedround robin pro-
vide similar delayvariationsduemainly to lessdemandingraf-
fic sources.

1 .
LR Priorty ——
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Adaptive -~

08

0.6

0.4
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Delay Jitter (ms)

Fig. 5. Delayjitter in underprovisioning scenario
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Fig. 6. Delayjitter in on-provisioning scenario

We concludethatin the over-provisioning case,thereis no
performancaifferencebetweernhe adaptve-weightedscheme



andthe staticone. However, in the on-provisioningandunder
provisioning casesthe adaptve-weightedschemesignificantly
reduceshepaclet-lossratewithoutenlagingtheend-to-endie-
lay. More importantly it achievesa smallerdelayjitter thanthe
static-weightedgcheme.

Adaptive ---e--

; “

[ ¥

06

0.4

0.2

Delay Jitter (ms)

Fig. 7. Delayjitter in over-provisioningscenario

Now, we evaluatethe side-efect of the proposedschemeon
AF andbest-efort servicessincethe weightsof AF andbest-
effort servicesarereducedoy increasinghe premiumservices
weight. Herewe dealonly with the effective throughputsince
AF servicedoesnot give ary boundon end-to-enddelay and
delayjitter, andbest-efort servicedoesnot provide ary guaran-
teeatall. Figure8 shows the goodputof AF service,in which
the proposedschemedoesa betterjob than priority queueing
asexpected. Figure 9 plots the goodputof best-efort service.
Unsurprisingly the proposedschemeprovides a lower good-
put for best-efort servicein the casesof underprovisioning
and on-provision, sinceits weight hasbeenfrequentlyshifted
to premiumserviceaccordingo thedynamicsof averagequeue
size of premiumservice. Especiallyin the underprovisioning
case becausehe remainingweightis mostly taken by assured
service,the proposedschemehasthe lowestgoodputfor best-
effort. However, sincebest-efort providesno guarantedo ser
vice,we believe thatthis trade-of is theright choice.
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Fig. 8. Goodputof AF service

V. CONCLUSION

We proposedan adaptve-weightedschedulingschemefor
supportingoremiumservicein which theschedulingveightsof
behaior aggrejatesareadaptiely changedwith the dynamics
of averagequeuesize of premiumservice. It is ableto absorb
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Fig.9. Goodputof best-efort service

the traffic distortioninside the network without degradingde-
lay or delayjitter. Moreover, it makesrigid admissioncontrol
andaccuratéraffic conditioningnotimperativerequirementfor
supportingpremiumservicein the DiffServ architecture.Our
simulationresultsshav that the proposedschemecanachieve
low lossrate, low delay andlow delayjitter for the premium
service.
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