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Cristian J. Vaca-Rubio, Pu (Perry) Wang, Toshiaki Koike-Akino, Ye Wang, Petros Boufounos, Petar Popovski

Abstract—In this paper, we leverage standard-compliant
beam training measurements from commercial millimeter-wave
(mmWave) Wi-Fi communication devices for object localization
and, specifically, continuous trajectory estimation and prediction.
The main challenge is that the sampling of beam training
measurements is intermittent, due to the beam scanning overhead
and the uncertainty of the transmission instant caused by the
contention over the wireless channel. In order to cope with this
intermittency, we devise a method to assist the localization by
exploiting the underlying object dynamics. The method consists
of a dual-decoder neural dynamic learning framework that
reconstructs Wi-Fi beam training measurements at irregular
time intervals and learns the unknown latent dynamics in a
continuous-time fashion powered by the use of an ordinary
differential equation (ODE). Utilizing the variational autoencoder
(VAE) framework, we have derived a modified evidence lower
bound (ELBO) loss function for the dual-decoder architecture
that balances the unsupervised waveform reconstruction and
supervised coordinate estimation tasks. To evaluate the proposed
method, we build an in-house testbed consisting of commercial
802.11ad routers, with a TurtleBot as a mobile user, and collect
a real-world mmWave Wi-Fi beam training dataset. Our results
demonstrate substantial performance improvements over a list of
baseline methods, further validated through an extensive ablation
study.

Index Terms—WLAN sensing, Wi-Fi, 802.11ad/ay, 802.11bf,
localization, fingerprinting, beam training, dynamic learning.

I. INTRODUCTION

Wi-Fi sensing has been an integral part of emerging inte-
grated sensing and communications (ISAC), as corroborated
by the establishment of a new 802.11bf WLAN Sensing task
group for robust and reliable sensing in September 2020.
It aims to make greater use of 802.11 Wi-Fi signals for
reliable and secure wireless sensing towards new industrial
and commercial applications in home security, entertainment,
energy management (HVAC, light, device power savings),
elderly care, and assisted living.

The scope of 802.11bf covers both sub-7 GHz and mil-
limeter (mmWave) Wi-Fi sensing above 45 GHz, built on
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Fig. 1: Trajectory estimation of moving objects using mmWave
Wi-Fi beam training measurements.

802.11g/n/ac/ax/be and, respectively, 802.11ad/ay standards.
For the mmWave Wi-Fi sensing or Directional Multi-Gigabit
(DMG) sensing, the new 802.11bf opens up possibilities
of reusing beam training measurements, e.g., beam signal-
to-noise ratios (beam SNRs), for sensing applications. Our
work is to leverage such sensing-supported beam training
measurement for indoor localization of moving objects such
as a robot or a mobile user; see an illustration in Fig. 1.

Along with coarse-grained received signal strength indicator
(RSSI) [2]–[5] and fine-grained channel state information
(CSI) at sub-7 GHz [6]–[14], mid-grained mmWave beam
training measurements have been previously explored in [15]–
[23]1. Most of existing approaches are frame-based. That
is, the object location is inferred from the current Wi-Fi
frame, without integration of past measurements or previous
trajectory history. For the frame-based setting, traditional ma-
chine learning and advanced deep learning methods have been
applied to all Wi-Fi fingerprinted measurements [2], [5], [24]–
[27]. For instance, the k-nearest neighbor (kNN), support vec-
tor machine (SVM), and decision trees (DT) were applied to
the RSSI-based fingerprinting method [2], [3]. DeepFi exploits
90 CSI amplitudes from all the subcarriers at three antennas
for feature extraction using an autoencoder architecture [6],
[7]. More recently, a pretrained fusion network between the
CSI at sub-7 GHz and the beam training measurements at
60 GHz was proposed for both localization and device-free
sensing tasks [21].

1Please refer to [21, Section II] for detailed discussions on all three types
of Wi-Fi channel measurements.
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Fig. 2: MmWave Wi-Fi beam training protocol during the
mandatory beacon transmission interval (BTI) and association
beamforming training (A-BFT) in 802.11ad/ay standards.

On the other hand, sequence-based approaches take con-
secutive Wi-Fi frames as the input, and state estimation (e.g,
Kalman filter-like approaches [28], [29]) and recurrent neural
networks (e.g., GRU and LSTM [30]) can be applied for tra-
jectory estimation with the RSSI and CSI [5], [9]–[12] at sub-7
GHz; More detailed discussion on sequence-based solutions in
Section. II. However, the sequence-based formulation has NOT
been applied to mmWave Wi-Fi beam training measurements
such as beam SNRs due to the following fundamental technical
challenges:

1) Low beam training rate: mmWave Wi-Fi such as
802.11ad/ay organizes access to the medium in beacon in-
tervals (BIs), usually in the order of 100ms. A unique feature
of mmWave Wi-Fi at 60 GHz is the use of directional beam-
forming to compensate for path loss and identify unassociated
stations at a further distance. As shown in Fig. 2, a BI consists
of two main access periods: beacon header interval (BHI) and
data transmission interval (DTI). While DTI is mainly used
for data transmission, mmWave Wi-Fi (802.11ad/ay) devices
are required to perform beam training during the BHI to
initiate the data transmission. The BHI is further subdivided
into three sub-intervals: beacon transmission interval (BTI),
association beamforming training (A-BFT), and announcement
transmission interval (ATI) for management frame exchange
between the AP and beam-trained stations.

During the BTI sub-interval, an access point (AP) sends
directional beacon frames to train its transmission sector-
level beampatterns, also referred to as the downlink BTI
beam training. Multiple users can simultaneously compute
their own received beam SNRs corresponding to each of
the transmitted beampatterns using a quasi-omnidirectional
receiving beampattern. This mandatory beam training results
in significant overhead to the Wi-Fi network and it is desired to
limit the number of directional beampatterns within a beacon
and the total number of beacons, resulting in sparsely sampled
beam measurements than Wi-Fi at sub-7 GHz.

2) Irregular sample intervals: At the A-BFT subinterval,
the users or responders (e.g., mobile devices) can train its
(transmitting or receiving) beampatterns by sending a sequence
of (short) sector sweep (SSW) frames to the AP, as shown in

Fig. 2. Compared with the downlink BTI beam training for
multiple users simultaneously, the uplink A-BFT beam training
is reserved for one responder at a time. Specifically, A-BFT is
slotted up to 8 slots in 802.11ad and 40 in 802.11ay. Multiple
responders randomly choose one of the slots for transmitting
SSW frames. Consequently, when multiple responders exist,
each responder needs to contend the channel time, and one
responder is randomly selected. As a result, such contention-
based channel access results in irregularly sampled beam SNR
measurements at AP for a given user.

To address the above challenges and inspired by recent
advances in neural ordinary differential equation (ODE) [31]–
[37], this paper proposes a dual-decoder neural dynamic
learning framework that learns consistent latent dynamics
described by a unified ODE for both waveform reconstruction
and coordinate estimation. Compared with the original neural
ODE, our dual-decoder structure enforces that the learned
latent dynamics not only recover the input sequences in
the waveform domain but also map to the object trajectory,
thus grounding the latent dynamic learning into the physi-
cal (coordinate) space. This dual-decoder structure is further
enhanced by the introduction of a modified evidence lower
bound (ELBO) loss function to couple the losses from the
dual decoder. It is worth noting that a conference version of the
proposed method was published in [1] with limited derivation
and performance evaluation. This paper significantly expands
[1] with the following contributions:

1) We propose the first-of-its-kind sequence-to-sequence
object trajectory estimation workflow that can handle
a set of consecutive Wi-Fi measurements, e.g., beam
SNRs, at irregular sample instances and directly output
the whole trajectory over the same time interval.

2) We present a dual-decoder neural network that learns the
underlying latent dynamics in a continuous-time fashion
by exploring the neural ODE framework. The dual-
decoder architecture regularizes the learnable neural
ODE function in the latent space by grounding it to the
coordinate-level measurable space.

3) We derive a customized cost function by extending the
ELBO for the sequence-to-sequence formulation and the
dual decoder structure.

4) We build an in-house mmWave Wi-Fi testbed consisting
of commercial 802.11ad-compliant Wi-Fi routers and a
moving robot with coordinates labels. The mmWave Wi-
Fi trajectory estimation dataset was collected continu-
ously over several hours in a span of days2.

5) We benchmark our proposed method against a list of
baseline methods including frame-based and sequence-
based approaches using classic machine learning and
state-of-art deep learning pipelines.

6) We shed more light on the representation capacity of
the proposed method via comprehensive ablation studies
on 1) sequence length, 2) supervision intensity (regular
versus dense) at the coordinate decoder, 3) day-to-day

2Our mmWave Wi-Fi trajectory estimation dataset will be available at
https://www.merl.com/.

https://www.merl.com/
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generalization, 4) varying tasks (trajectory estimation
versus extrapolation), and 5) inspection of latent space.

The remainder of this paper is organized as follows. The
problem formulation is described in Section II where existing
solutions are also briefly reviewed. Section III introduces
our dual-decoder neural dynamic learning framework, the
derivation of a customized cost function, and an analysis
of computational complexity. Section IV describes the data
collection system and the mmWave Wi-Fi trajectory estimation
dataset collected over multiple days. Simulation and experi-
mental results are given in Section V, followed by conclusions
in Section VI.

II. PROBLEM FORMULATION AND EXISTING SOLUTIONS

A. Problem Formulation

We formulate the indoor localization as a sequence-to-
sequence regression problem using the mmWave Wi-Fi beam
training measurements over a period of ∆Tw seconds. Specif-
ically, stacking a set of Nb beam SNRs computed at AP over
an A-BFT slot tn as bn = [b1, b2, ..., bNb

]T ∈ RNb×1, the
problem of interest is to utilize beam SNR measurements
{bn}Nn=0 at time steps {tn}Nn=0 with irregular sample intervals
to localize the object,

{bn, tn}Nn=0 → {cn}Nn=0, s.t. ∆tn = tn− tn−1 6= ∆tn+1

(1)
where cn = [xn, yn]T consists of corresponding two-
dimensional coordinates (xn, yn) at tn. This is illustrated in
Fig. 3 where the trajectory estimation is to convert the set of
beam SNRs {bn}Nn=0 at intermittently-sampled steps {tn}Nn=0

(shown in the top left part) to the set of {cn}Nn=0 over a
continuous trajectory (shown in the right bottom part).

Like fingerprinting-based Wi-Fi localization methods, we
collect beam SNR measurements and corresponding two-
dimensional coordinate labels. As detailed in Section IV,
the beam SNR data is continuously collected over several
hours each day and spanning over multiple days. We then
divide the beam SNRs into non-overlapping sequences and
split the sequences into training and test datasets without
any data leakage. The learning-based approach is to extract
time-dependent features from the sequence of beam SNR
measurements {bn, tn}Nn=0 and regress these features to a
trajectory or a sequence of coordinate {cn}Nn=0 from the
training dataset. Once the model is trained, the trajectory
estimation performance is evaluated in the test dataset.

B. Existing Solutions

The frame-based approach takes the beam SNR measure-
ment bn at a time step tn and directly estimates the corre-
sponding coordinate ĉn. Specifically, we have

{bn} → cn = {xn, yn}. (2)

As we mentioned earlier, classic machine learning methods
such as support vector regression (SVR) [38] and Gaussian
processing (GP) [39] and deep learning pipelines such as
multi-layer perceptron (MLP) [40], [41] and convolution neu-
ral network (CNNs) [42], [43] can be applied.

Similar to our formulation, sequence-based approaches take
multiple consecutive beam training measurement and estimate
a trajectory

{bn}Nn=0 → {cn}Nn=0, (3)

with or without time sampling instances tn. In the case of
regularly sampled data, ∆t1 = ∆t2 = · · · = ∆tN is constant
in both the training and test datasets such that tn becomes
irrelevant. In this case, standard RNN can be used to utilize
historic Wi-Fi data [5], [10], [12] and learn time-dependent
features for trajectory estimation. Particularly, an LSTM is to
estimate the conditional probability [30]

p(cn|{bi}ni=n−N+1). (4)

where each LSTM unit is trained to sequentially update
time-dependent latent (hidden) variables hn using previous
latent variable hn−1 and the current mmWave beam training
measurement bn

h′n = hn−1,

hn = R(h′n,bn;θ), n = 0, 1, · · · , N, (5)

where we introduce an auxiliary variable h′n for a unified
interpretation and R represents an LSTM unit with trainable
parameters θ. The detailed implementation of R is shown
in Appendix A. The updated latent variable hn can be used
to infer the coordinate sequentially and, hence, estimate the
trajectory.

When the input signal is irregularly sampled, one can
augment the beam SNR with corresponding sampling interval
∆tn and feed the augmented beam SNR to the LSTM unit as

h′n = hn−1, b̃n =
[
bTn ,∆tn

]T
, (6)

hn = R(h′n, b̃n;θ), n = 0, 1, · · · , N.

We refer to the above as RNN-∆ for baseline comparison in
Section V.

Furthermore, one can further damp the latent variable with
an exponential decaying factor to decide the amount of hidden
state should be kept from the previous time step to the current
time step:

h′n = hn−1e
−∆tn−1 , (7)

hn = R(h′n,bn;θ), n = 0, 1, · · · , N,

which is referred to as RNN-Decay.
Besides the learning-based solutions, sparsity-based and/or

optimization-based solutions were considered in [15], [44],
[45]. However, they require the knowledge of scanning beam-
patterns as one needs to express the observed beam SNR
values as a weighted sum of beam gains and reflection
strength at (LOS/NLOS) propagation directions. In [45], each
beampattern of the considered commercial 802.11ad router
was measured at an anechoic chamber; see Fig. 5 of [45].
These measured beampatterns were then utilized to jointly
reconstruct the propagation angles at multiple APs and subse-
quently locate the user.
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Fig. 3: Object trajectory estimation using mmWave Wi-Fi beam training measurements with neural dynamic learning. Left:
Encoder maps a sequence of irregularly sampled Wi-Fi beam SNRs into a continuous-time latent space and infers its initial
condition z0. Top right: Waveform Decoder maps latent dynamic states in the same sampling time instances back to the
original measurement space for waveform reconstruction. Middle right: Numerical ODE solvers compute latent states at any
queried time instances (e.g., original sampling time instances tn or time instances with coordinate labels tcn) with a trainable
ODE function and sampled initial condition z0. Bottom right: Coordinate Decoder maps latent dynamic states into observable
coordinate space at asynchronous/new queried time instances to regularize the learning of latent dynamic ODE function.

III. DUAL-DECODER NEURAL DYNAMIC LEARNING

As opposed to the above existing solutions, we propose a
dual-decoder neural dynamic (DDND) framework that explic-
itly utilizes the continuous-time ODE function and its numeri-
cal solver to propagate the time-dependent latent feature from
one time instance to the next time instance with an irregular
time interval and regularizes the learning of latent ODE by
grounding it to both waveform and observable coordinate
spaces.

More specifically, Fig. 3 shows our DDND framwork that
takes a sequence of beam SNR measurements {bn}Nn=0 to the
encoder (Left) and reconstructs the beam SNR measurement
in one of the decoders (Top right) and outputs a sequence
of coordinate estimates in the other (Bottom right). On the
encoder side, the latent dynamic learning is achieved by
solving a shared ODE function over the union of two sets of
time instances (Center right): one for waveform reconstruction
and the other for trajectory estimation. In the following, we
introduce the main blocks in order.

A. Encoder

Our encoder follows the unrolled RNN architecture but in a
reverse-time order from tN to t0; The motivation for inputting
time-reversed sequences is related to improving the expressive-
ness and capturing richer dynamics of the underlying process.
The main reasons are:

• Bidirectional modeling: By using time-reversed se-
quences, the model effectively considers information
from both past and future time points simultaneously.
The encoder learns dynamics from the future, while the
decoder learns from the past. This bidirectional modeling
can be beneficial for capturing dependencies that exist in
both directions in time. It allows the latent variable to en-
code information not only from the past but also from the
future, potentially improving the overall representation.

• Handling irregular sampling: Our data is intermittently
sampled. Time-reversed sequences can provide an al-
ternative perspective for the model to learn from the
available beam SNR measurements, potentially enhancing
its ability to handle irregularities in the time series.

Furthermore, at a time instance n, the beam SNR measure-
ment bn and a time-dependent latent feature h′n, properly
propagated from the previous time step hn+1, are fed into
a standard LSTM unit to an updated latent feature hn of
dimension Lh as

hn = Re(h′n,bn;θr), n = N,N − 1, · · · , 0, (8)

where Re is a standard LSTM update step with associated
learnable parameters θr defined in Appendix A. Note that θr
is shared over all time steps in the encoder.

Different from RNN-∆ and RNN-Decay, we adopt a
continuous-time ODE function to explicitly describe the evolv-
ing of hn+1 at time tn+1 to the auxiliary latent h′n at time tn.
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Mathematically, the continuous-time ODE function is given as
[31], [32]

dh(t)

dt
= Oe(h(t), t;θo), (9)

where Oe is represented by a neural network, e.g., an MLP,
parameterized by θo. Given the latent variable hn+1 at time
tn+1 and Oe, one can numerically solve the propagated
auxiliary variable h′n at time tn as

h′n = hn+1 +

∫ tn

τ=tn+1

Oe(h(τ), τ ;θo)dτ, (10)

In most cases, the above integration is implemented using a
numerical ODE solver, e.g., Euler and Runge-Kutta solvers:

h′n = S(Oe,hn+1, (tn+1, tn)), (11)

where S represents a specific ODE solver.
By comparing (10) and (7), it is clear that the ODE-based

latent propagation from tn+1 to tn can be more representative
for different modes in the latent space and different time
intervals ∆tn, while the decay-based propagation is only
exponentially monotonic from the starting point hn+1.

By iterating the latent propagation step (10) and the RNN
unit (8), the input sequence {bn}Nn=0 can be represented by the
latent variable h0 at time t0, as shown in the left side of Fig. 3.
We then use h0 of dimension Lh to generate z0 of dimension
L to represent the initial state of the latent trajectory of the
input sequence via an approximate posterior. More specifically,

qθm(z0|h0) = qθe(z0|b0, · · · ,bN ) = N (µ,σ2), (12)

where θe = {θr,θo,θm} groups all learnable parameters in
the encoder, and the mean and standard deviation are mapped
from h0 as

µ,σ =Me(h0;θm), (13)

where Me is a neural network, e.g., MLP, with learnable
parameters θm that converts the last hidden state of the
encoder into an output of dimension 2L for the mean and
standard deviation vectors.

B. Latent Dynamics Learning

Following the variational autoencoder (VAE) [46], we first
sample z0 ∼ qθe

(z0|b0, · · · ,bN ) according to the approxi-
mate posterior in (12) via the reparameterization trick,

z0 = µ + σ � ε, ε ∼ N (0, I) (14)

where µ and σ are given in (13) from the encoder output and
� denotes an element-wise product3.

Given the sampled initial value in the latent space z0, we
would like to learn a unified continuous-time latent dynamic
trajectory z(t) that can be mapped into the original sampled
waveform, i.e., beam SNRs, and the labeled trajectory coor-
dinates. The latent dynamics learning of z(t) is achieved by
using another continuous-time ODE function Od modeled by

3An alternative reparameterization is to generate logσ2, the logarithm of
the variance, at the output of MLP Me and sample the initial condition as
z0 = µ + e0.5 logσ2 � ε.

a neural network with parameters θl; see the middle right
portion of Fig. 3,

dz(t)

dt
= Od(z(t), t;θl)

→z(t) = z0 +

∫ t

t0

Od(z(t), t;θl)dt, (15)

where z0 = z(t)|t=t0 . Consequently, we can resort to the
numerical ODE solver to compute the latent variables at the
original beam SNR sampling instances {tn}Nn=0 and at new
(potentially asynchronous) queried time instances {tcn}

Nc
n=0

for grounding the latent dynamic learning into the physical
coordinate space. For the original set of beam SNR sampling
instances T = {t0, t1, · · · , tN}, the latent variables at tn can
be numerically solved as

zn = z(t)|t=tn = z0 +

∫ tn

t0

Od(z(t), t;θl)dt (16)

= S(Od, z0, (t0, tn);θl), n = 1, · · · , N,

where S is a specific numerical ODE solver like the one used
in the encoder. For the new, potentially asynchronous time
instances Tc = {tc0, tc1, · · · , tcNc

}, we have

zcn = z(t)|t=tcn = z0 +

∫ tcn

tc0

Od(z(t), t;θl)dt (17)

= S(Od, z0, (t
c
0, t

c
n);θl), n = 1, · · · , Nc,

where t0 = tc0 as the same initial time instance for both
encoders. Note that (16) and (17) share the same ODE function
parameters θl and the same initial condition z0 for a unified
latent dynamic representation.

C. Dual Decoder

For the decoder, we propose to use a mixture of two
decoding branches: one is for unsupervised waveform recon-
struction Mw and the other for supervised trajectory esti-
mation Mc. Our presented framework exploits the fact that,
once Od(z(t), t;θl) is learned, the latent dynamic learning
can be used to query any arbitrary time instant (i.e., tn
for waveform reconstruction and tcn for supervised trajectory
estimation) within the trained time horizon. Then, the unified
latent dynamic representation Od(z(t), t;θl) is enforced not
only to recover the waveform in an unsupervised fashion but
also to be grounded to a two-dimensional trajectory dynamics
via labelled object coordinates at asynchronous time instances.
Specifically, the waveform decoder takes the computed latent
variables at tn as input and output the sequence of original
beam SNRs at tn,

b̂n =Mb(zn;θb), n = 1, 2, · · · , N,
=Wb2ReLU(Wb1zn + vb1) + vb2 , (18)

where θb = {Wb1/b2 ,vb1/b2} groups the weight matrices and
bias terms and ReLU(x) = max(0,x) is the rectified linear
unit (ReLU) activation function. Similarly, the coordinate
decoder

ĉn =Mc(z
c
n;θc), n = 1, 2, · · · , Nc,
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Fig. 4: Illustration of different supervision tasks (trajectory estimation and trajectory extrapolation).

= Wc2ReLU(Wc1z
c
n + vc1) + vc2 , (19)

where θc = {Wc1/c2 ,vc1/c2} groups the weight matrices and
bias terms. For both decoders, the parameters θw and θc are
shared over time instances tn and, respectively, tcn.

Combining (18) and (16), we can directly decode b̂n from
the sampled latent variable z0 as

b̂n =Mw(S(Od, z0, (t0, tn);θl);θw)

= B(z0, t0, tn;θdb), (20)

where B stands for the integrated waveform decoder (the latent
dynamic learning and waveform decoder) for beam SNRs and
θdb = {θl,θb} groups all trainable parameters to decode b̂n.
Similarly, we have

ĉn =Mc(S(Od, z0, (t0, t
c
n);θl);θc)

= C(z0, t0, t
c
n;θdc), (21)

where C stands for the integrated coordinate decoder (the latent
dynamic learning and coordinate decoder) for coordinates and
θdc = {θl,θc}. In this way, we are imposing strong super-
vision for every time instant in the latent trajectory by using
the real trajectory and the variation of the signal as conditions
to modify the learning dynamics of the latent trajectory. This
leads to an enhancement in learning the continuous dynamics
of the trajectory from the latent space.

For the supervised coordinate decoder, we can have two
levels of supervision intensity,
• Regular Supervision: the coordinate decoder maps the

continuous-time latent dynamics onto the exact same time
instants of the input beam SNR sequences. i.e., tn = tcn
and N = Nc.

• Dense Supervision: the coordinate decoder maps the
latent dynamics onto more densely queried time instances
with respect to those instances in the waveform decoder,
i.e., t0 = tc0, tN = tcNc

, and N � Nc. In other words,
we enforce the latent dynamic learning to be consistent
over more queried time instances within the same time
window.

In terms of the time horizon of latent dynamics learning, we
can have two supervision tasks,
• Trajectory Estimation: In the trajectory estimation

task, we condition the encoder on the subset of points

(t0, ..., tN ) and reconstruct the same set of points in
the same time interval in the decoder side for both the
waveform reconstruction and the trajectory regression,
i.e., (t0, ..., tN ) = (tc0, ..., t

c
Nc

) and N = Nc. This is
illustrated in Task 1 of Fig. 4.

• Trajectory Extrapolation: For the trajectory extrapo-
lation, we predict the object trajectory over the time
window ∆Tw immediately after the time window ∆Tw
of the input beam SNR sequences; see Task 2 of Fig. 4.
In other words, we extend the time horizon of the latent
dynamics twice as that of Task 1. Particularly, we have
(t0, ..., tN ) 6= (tc0, ..., t

c
Nc

) and tN = tc0.

D. Customized Loss Function

In the following, we propose a customized loss function
that is modified from the VAE-based loss function for the
dual decoder architecture. Grouping the input sequence of
beam SNRs b = {bn}Nn=0 (and similarly c = {cn}Nc

n=0),
we can simplify the approximate posterior distribution of
(12) as qθe(z0|b). The original loss function is to maximize
the marginal likelihood function p(b). However, due to its
intractability, one can instead maximize an evidence lower
bound (ELBO) [46] modified for the dual decoder

ELBO =E[log p(b|z0)] + λE[log p(c|z0)]

− KL(qθe
(z0|b)||p(z0)),

(a)
≈ 1

M

M∑
m=1

log p(b|z(m)
0 ) +

λ

M

M∑
m=1

log p(c|z(m)
0 )

+ 0.5

L∑
l

(
1 + log σ2

l − µ2
l − σ2

l

)
, (22)

where λ is the regularization parameter on the coordinate
likelihood function in addition to the original KL divergence,
p(z0) is the prior of z0 which is assumed to be [46]

p(z0) = N (0, I), (23)

the expectation is with respect to the posterior distribution
qθe(z0|b) and (a) holds since we replaces the posterior mean
by the its sample mean over M samples z(m)

0 according to (12)
and due to the fact that the KL divergence can be analytically
derived between the Gaussian prior p(z0) and the approximate
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Gaussian posterior distribution in (12). In addition, µl and σl
denote the posterior mean and, respectively, standard deviation
of the l-th element of z0 given the input sequence b.

To compute the likelihood functions log p(c|z0) for the
coordinate decoder (similarly log p(b|z0) for the waveform
decoder), we invoke an independent assumption over the
elements of the decoder output c = {c0, c1, · · · , cN}. This is
similar to the pixel-wise independence at the decoder output
used in the VAE. This implies that

log p(c|z(m)
0 ) = log p(c0, · · · , cN |z(m)

0 )

=
∑
n

log p(cn|z(m)
0 )

=
∑
n

∑
d

log p(cn,d|z(m)
0 ), (24)

where d = {1, 2} denotes the 2D coordinate and cn,d denotes
the x- and y-coordinate at time n. The element-wise likelihood
function p(cn,d|z0) of the (x- or y-) coordinate follows a
Laplace distribution4 as

p(cn,d|z(m)
0 ) =

1

2ac
e−

∣∣∣∣cn,d−Cd(z
(m)
0 ,t0,tcn;θdc)

∣∣∣∣
ac , (25)

where ac is a scaling parameter, and Cd(z(m)
0 , t0, t

c
n;θdc) is the

d-th element of the output at the integrated coordinate decoder
of (21) at time tcn. Then, it is easy to see that

E[log p(c|z(m)
0 )] ∝ − 1

ac

Nc∑
n=0

∥∥∥cn − C(z(m)
0 , t0, t

c
n;θdc)

∥∥∥
1
,

(26)

where ‖·‖1 denotes the `1 norm. Similarly, we have

E[log p(b|z(m)
0 )] ∝ − 1

ab

N∑
n=0

∥∥∥bn − B(z
(m)
0 , t0, tn;θdb)

∥∥∥
1
,

(27)

where ab is a scaling parameter for the Laplace distribution
of the beam SNR bn. As a result, considering ab = ac = 1,
we aim to minimize the negative customized ELBO of (22)
for the dual decoder as

−ELBO ∝
N∑
n=0

‖b̂n − bn‖1 + λ

Nc∑
n=0

‖ĉn − cn‖1

− 0.5

L∑
l

(
1 + log σ2

l − µ2
l − σ2

l

)
. (28)

In implementation, the following cost function is used

L =

N∑
n=0

‖b̂n − bn‖1 + λ

Nc∑
n=0

‖ĉn − cn‖1 + (η − λ)‖ĉ0 − c0‖1

=

N∑
n=0

‖b̂n − bn‖1 + λ

Nc∑
n=1

‖ĉn − cn‖1 + η‖ĉ0 − c0‖1 (29)

4This assumption is adopted as we prefer the mean absolute error as the
loss function. This can lead to more robust localization performance in the
case of outliers or unseen locations, compared with the mean squared error
that can be derived from a standard Gaussian assumption on the coordinate.

where we replace the explicit KL divergence term in (28) by
an implicit regularization term of (η − λ)‖ĉ0 − c0‖1 with
η > λ. Our motivation is to amplify the significance of
the initial latent dynamic state z0 and its mapping to the
physical coordinate space c0 in the loss function, rather than
through the KL divergence term. The two hyperparameters
λ and η play the tradeoff roles from the physical coordinate
reconstruction

∑Nc

n=1‖ĉn−cn‖1 and, respectively, the implicit
regularization term

∑N
n=0‖ĉ0 − c0‖1 to the waveform (beam

SNR) reconstruction error of
∑N
n=0‖b̂n − bn‖1.

E. Complexity Analysis

We describe the time complexity of the proposed method
by following Fig. 3. Assuming the time complexity for the
numerical ODE solvers is k at both encoder and decoder sides,
the time complexity for the forward pass of the encoder (at
the left side of Fig. 3) can be approximated as O(N(k+L2

h+
NbLh)), where N is the number of time steps in the input
sequence of beam SNRs and (L2

h + NbLh) is from matrix
products used in the LSTM update step in Appendix A with
Nb is the input dimension and Lh the hidden state dimension.

Then for the initial latent state z0 of (13) using an MLP
with one hidden layer of dimension Mz , the time complexity is
approximately O(Mz(Lh+2L)), where 2L is the MLP output
dimension. Following that, for the neural dynamic learning
block on the middle right portion of Fig. 3, the time complexity
is approximately O(kN) and O(kNc), respectively, for the
two sets of queried time instances {tn}Nn=0 and {tcn}

Nc
n=0.

Finally, for the waveform decoderMb of (18) using an MLP
with one hidden layer of dimension Mb, the time complexity
is O(N(LMb + 2Mb + MbNb + Nb)) ≈ O(NMb(L + Nb)),
where L is the latent dimension in the decoder and Nb
is the output dimension of beam SNRs. Similarly for the
coordinate decoders Mc of (19) using an MLP with one hidden
layer of dimension Mc, its complexity is approximated as
O(NcMc(L+ 2)) where 2 is the dimension of the coordinate
output. With all combined, the overall time complexity of the
proposed method is approximately

(30)O(k(N +Nc) +Mz(Lh + 2L) +NcMc(L+ 2)

+N(L2
h +NbLh +Mb(L+Nb))).

IV. MMWAVE WI-FI TESTBED AND DATA COLLECTION

To evaluate the proposed DDND framework and baseline
comparison, we built a mmWave Wi-Fi testbed consisting of
multiple commercial-of-the-shelf (COTS) 802.11ad devices to
collect real-world mmWave Wi-Fi beam SNR data. Particu-
larly, we used a pair of TP-Link AD7200 routers to acting
as an AP fixed at a standing post and a mobile user; see the
TurtleBot photo in the left plot of Fig. 5 (a). The TurtleBot
is equipped with a 2D scanning LiDAR sensor and a wheel
encoder to map the environment and localize itself in a
2D floorplan with an accuracy of less than 1 cm. The 2D
localization results are considered as the labels for training
and groundtruth for test. The AP sequentially underwent beam
training, and during this process, beam SNR measurements
were collected at the AP and transmitted to a workstation via
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(a) A TurtleBot mobile user, trajectory configuration, and floorplan. (b) A photo of data collection campaign.

Fig. 5: An in-house mmWave Wi-Fi testbed with TP-Link AD7200 routers and a TurtleBot as a mobile user and a campaign
of multi-day data collection in a conference room.
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Fig. 6: Visualization of trajectory estimation over selected test sequences: (a) SVR (b) RNN-Decay (c) RNN-∆ (d) DDND-DS

Ethernet cables. For a given pair of transmitting and receiving
beampatterns, the corresponding beam SNR can be defined as

bn = BeamSNRn =
1

σ2

I∑
i=1

γn(φi)ζn(ψi)Pi, (31)

where n = 1, · · · , Nb is the index of scanned beampatterns, I is
the total number of paths, φi and ψi are the transmitting and re-
ceiving azimuth/elevation angles for the i-th path, respectively,
Pi is the signal power at the i-th path, γn(φi) and ζn(ψi)
are the transmitting and receiving beampattern gains at the i-
th path for the n-th beampattern, respectively, and σ2 is the
noise variance. Due to antenna housing, the beampatterns can
be highly irregular and contain significant sidelobes; see Fig. 5
of [45] for measured beampatterns in an anechoic chamber.

To access the raw beam SNR measurements from the
COTS routers, we followed the methods described in [15] and
utilized an open-source software package introduced in [47].
Specifically, we employed the Nexmon firmware patching
framework [48], which allows the development of binary
firmware extensions using the C programming language. By
analyzing the patterns of IEEE 802.11ad beam training frames
stored in the chip’s memory, we were able to identify the
firmware components responsible for handling these frames.
Consequently, we extracted the beam SNR measurements
from the corresponding memory addresses. For the TP-Link
AD7200 router, an analog phased array of 32 antenna elements
is used to sequentially scan over Nb = 36 predefined direc-
tional beampatterns for one air time for a given responder in
Fig. 2.

For data collection, we place the pair of TP-Link AD7200
routers in a corner conference room as shown in Fig. 5 (b).
The AP router is fixed at a standing post during the data
collection, while the TurtleBot with the other router moves
along a rectangular trajectory marked in a dash-dotted line in
Fig. 5 (a). It is noted that the TurtleBot experienced different
motion patterns such as acceleration, deceleration, constant-
velocity motion, and rotation along the rectangular trajectory.
To be specific, we need to slow down the Turtlebot when it
moves to the turning point, rotate it about 90◦, and accelerate
it towards the next turning point. In total, we collected two
separate data sessions over two separate days with each data
session lasting for multiple consecutive hours, resulting in:

• Day 1: 11.5K samples of beam SNR
• Day 2: 10K samples of beam SNR

with each beam SNR vector of dimension Nb = 36. The frame
rate of the coordinate labels is 10 Hz and about 1 ∼ 2 Hz on
average for the beam SNR measurements.

To preprocess the raw beam SNRs, we employ a sequence
time window of ∆Tw = [2, 5, 8] seconds. This allows us to
group the dataset into non-overlapping sequences, accommo-
dating the irregular sampling of the beam SNR. The sequences
are divided into training (0.8), validation (0.1), and test (0.1)
sets, respectively. We standardize each entry bn, n = 1, · · · , 36
of the beam SNR by subtracting its mean and normalizing it
with the corresponding standard deviation. Furthermore, we
normalize the time vectors {tn}Nn=0 and {tcn}

Nc
n=0 within each

∆Tw seconds to the range [0, 1].
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Fig. 7: Cumulative distribution function (CDF) of localization
errors.

TABLE I: Localization errors (m) on mmWave Wi-Fi dataset

Mean Median CDF@0.9

SVR 0.82 0.25 2.64
FCNNR 0.92 0.05 3.04

RNN-Decay 0.74 0.16 2.19
RNN-∆ 0.76 0.11 2.36

DDND-RS + KL (ours) 0.58 0.11 1.57
DDND-RS (ours) 0.52 0.03 1.98
DDND-DS + KL (ours) 0.30 0.03 0.76
DDND-DS (ours) 0.28 0.01 0.66

V. PERFORMANCE EVALUATION

In the following, we evaluate the localization performance
using the above datasets. We first quantify the performance
against a list of baseline methods including both frame-based
and sequence-based methods. Later on, we aim to provide a
comprehensive ablation study of the proposed method against
sequence length, supervision intensity (regular N = Nc
versus dense (N < Nc)) at the coordinate decoder, day-to-
day performance generalization, and varying tasks (estimation
versus extrapolation). Finally, we provide an interpretation of
the learned latent dynamics.

A. Model Training

Our implementation of the proposed method is built using
the PyTorch framework. The model incorporates a hidden state
dimension of Lh = 20 and a latent dimension of L = 20.
For the encoder and decoder, we utilize the 5th-order Runge-
Kutta ODE solver. During training, we employ the Adamax
optimizer with a learning rate of 0.01 and no weight decay.
To form mini-batches, the model is trained using a batch
size of 32 sequences. The proposed loss function performs
an adaptive weighting strategy, to ensure stability during the
training with respect to the amount of time samples. In this
way, λ = (N+1)

β(Nc+1) , and η = αλ(Nc + 1) being α = 0.5 and
β = 0.1. For an exemplary case of N = Nc = 4, λ = 10 and
η = 25.

B. Baseline Comparison

We here provide a performance comparison for the object
trajectory estimation. We evaluate the following baseline meth-
ods and variants of our framework:
• Frame-based methods:

1) Support Vector Regressor (SVR)
2) Fully Connected Neural Network Regressor (FC-

NNR)
• Sequence-based methods (Section II)

1) RNN-∆
2) RNN-Decay

• Our DDND framework with variants:
1) DDND-Regular Supervision + KL (DDND-RS +

KL) of (28)
2) DDND-Regular Supervision (DDND-RS) of (29)
3) DDND-Dense Supervision + KL (DDND-DS + KL)

of (28)
4) DDND-Dense Supervision (DDND-DS) of (29)

For this baseline comparison, we set ∆Tw = 8 seconds for all
considered sequence-based methods.

Fig. 6 illustrates the estimated trajectories over test se-
quences for the selected methods. In the frame-based SVR
method (Fig. 6 (a)), the coordinate estimates appear scattered
within the square trajectory. However, there is a slight im-
provement observed in the sequence-based methods. In Fig. 6
(b) and (c), which correspond to the RNN expdecay and RNN
∆t methods, respectively, more trajectory estimates are push-
ing towards the square trajectory. A noticeable difference can
be observed when comparing Fig. 6 (d) to (a)-(c). It is evident
that the proposed DDND-DS method is capable of learning
the underlying dynamics, leading to more clustered trajectory
estimates around the true square trajectory. The DDND-DS
method demonstrates superior performance in capturing the
trajectory patterns, indicating its effectiveness in trajectory
estimation tasks.

Fig. 7 presents a comparison of the baseline methods with
the proposed solution in terms of the Cumulative Distri-
bution Function (CDF) of root mean squared errors (RM-
SEs). The results highlight the impact of proper learning
and modeling of latent dynamics and trajectory motion from
irregularly-sampled Wi-Fi data on improving localization per-
formance compared to frame-based and traditional sequence-
based methods. The proposed method and its variants exhibit
a notable reduction in large localization errors. These find-
ings underscore the effectiveness of the proposed method in
enhancing localization accuracy by capturing the underlying
dynamics and motion patterns of the moving object based on
irregularly-sampled Wi-Fi data. Table I further quantifies the
performance.

C. Impact of Sequence Length

In the following, we evaluate the impact of the sequence
length ∆Tw on the trajectory estimation performance. Specif-
ically, we convert the original training data into three non-
overlapping sequence datasets with different time window
sizes ∆Tw = [2, 5, 8] seconds. We use the three sequence
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Fig. 8: Visualization of trajectory estimation over selected test data: (a) ∆Tw = 2s, (b) ∆Tw = 5s, (c) ∆Tw = 8s.
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Fig. 9: CDF curves of localization errors for different sequence
lengths ∆Tw.

datasets to train three separate DDND models and test these
trained models on the test dataset sequenced according to the
corresponding time window size.

Fig. 8 shows a visual representation of the estimated trajec-
tories over the test data for different configurations. It is seen
that, longer time windows ∆Tw = 8s lead to the inclusion of
more coordinates cn in a sequence and a stronger supervision
in the loss function of (29). With a larger time window, our
DDND framework shows a stronger capability of modeling
and learning latent dynamics of various motion patterns (e.g.,
turning, acceleration, deceleration) from both the beam SNR
measurements and the coordinate supervision. This is seen
from Fig. 8 as the predicted coordinates (blue dots) are closer
to the ground truth (red dots) when the time window size
grows from 2s to 8s.

Fig. 9 show the CDF curves of the localization errors in
terms of RMSE for different sequence lengths. It shows that
although they exhibit similar performance in terms of median
values or up to the 70-th percentile, the longer sequences
are more suitable for learning the dynamics and present a
lower variance in the results. Providing a longer sequence,
allows learning a more dense supervision of the beam SNR
variations translating into a better latent trajectory learning.
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Fig. 10: Regular vs dense supervision: quantitative perfor-
mance comparison for different sequence lengths ∆Tw.

Concretely, the sequence length of ∆Tw = 8 seconds gives
the best performance. Table II further lists the quantitative
localization performance for different sequence lengths ∆Tw.

In summary, the presented results show the clear advantage
of long-sequence learning for the trajectory estimation task.
When using longer sequences, more information can be ob-
tained leading to more complex dynamics that can be captured
and learned in the latent trajectory. This enables the model
to better understand and predict future dynamics based on

TABLE II: Localization errors (m) for different sequence
lengths ∆Tw.

Mean Median CDF@0.9

∆Tw = 2 sec 1.04 0.05 3.64
∆Tw = 5 sec 0.81 0.03 2.95
∆Tw = 8 sec 0.52 0.03 1.98
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past information and translate into a significant increase in
performance.
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Fig. 11: CDF curves of localization errors with dense super-
vision training.

D. Comparison between Regular and Dense Supervision

We leverage the flexibility of the design of our framework
to condition the learning dynamics in the latent space and
we evaluate the trajectory estimation. Due to the intermittent
sampling of the beam SNR measurements, result in irregular
samples within a ∆Tw. However, we can perform stronger
supervision to enhance the latent ODE dynamics, as we have
the flexibility of conditioning the learning with whatever
physical information we have. In our setup, the LiDAR has
a fixed sampling frequency of 10 Hz that gives us way more
coordinate points within a ∆Tw. We perform this study again
on ∆Tw = [2, 5, 8] seconds to assess the dense supervision
enhancement with respect to the sequence length.

Fig. 10 shows the localization errors for regular and dense
supervision training. The results show when doing dense su-
pervision the errors are decreased, incrementing the difference
the longer the sequences due to the enhanced learning. In
this way, we can see how dense supervision is beneficial. We
further quantify this improvement by looking at Fig. 11. It
shows the enhancement in sequence length is bigger than in
the previous case. This further justifies the fact that having a
denser supervision is not only beneficial in terms of sequence
length but in terms of amount of coordinates due to the LIDAR
sampling rate.

Fundamentally, dense supervision provides more accurate
learning. Having more points within the sequence can provide
a more accurate and detailed picture of the system dynamics.
The model can thus learn more accurately from the temporal
dependencies, patterns, and nuances that might not be apparent
or might be lost with fewer points. Also, more densely
supervised sequences can enable the model to handle more
complex systems and patterns.
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Fig. 12: CDF curves of localization errors over separate days.

E. Day-to-Day Generalization

We assess the generalization capabilities of the dense-
trained model with a sequence length of ∆Tw = 8 seconds by
evaluating its performance on a different day of data collection.
Specifically, we aim to test the model’s ability to make accu-
rate predictions when exposed to a new set of data collected
on a different day. This ablation study is considered as we
expect the beam SNR measurements experience a certain level
of fluctuation from one day to another even under the same
room environment due to small-scale and large-scale channel
fading and channel instability. Such measurement fluctuations
from one day to another were observed for RSSI and CSI in
[13], [14], [49]. Therefore, our day-to-day generalization study
is designed to test the model’s generalization capability under
such measurement fluctuation.

To accomplish this, we maintain the same model that was
trained on the original dataset and evaluate its predictive
performance on a new day’s data. This allows us to analyze
how well the model generalizes to unseen instances and adapts
to changes in the environment. By examining the model’s
performance in this context, we can assess its robustness and
effectiveness in real-world scenarios beyond the training data.

Fig. 12 shows the CDF of localization error between the
testing on the same day (day 1) and testing on a different
day (day 2). Table IV further quantifies this performance. By
looking at the results, we can see an acceptable performance
regardless of the change in the environment. Also, if we

TABLE III: Localization errors (m) for different ∆Tw seconds
with dense supervision training.

Mean Median CDF@0.9

Regular ∆Tw = 2 sec 1.04 0.05 3.64
Regular ∆Tw = 5 sec 0.81 0.03 2.95
Regular ∆Tw = 8 sec 0.52 0.03 1.98

Dense ∆Tw = 2 sec 0.99 0.06 3.43
Dense ∆Tw = 5 sec 0.47 0.03 1.50
Dense ∆Tw = 8 sec 0.28 0.01 0.66
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Fig. 13: CDF curves of localization errors between trajectory
estimation and extrapolation tasks.

compare to the results in Table III we show the longer
sequences are also beneficial for generalization, as even with
the worsening in performance it does better than ∆Tw = 2 or
∆Tw = 5 seconds on the same day for the regular cases.

F. Trajectory Generalization

We evaluate the generalization capabilities of our method
with a sequence length of ∆Tw = 8 seconds by assessing its
performance in a trajectory not seen during training. To this
purpose, we train our model by cropping out one of the four
corners from the training data: top-left, top-right, bottom-left,
and bottom-right, resulting in four different scenarios as shown
in Fig. 15. The training set comprises points and trajectories
outside of the cropped corner, while the test sets consist of
points from the cropped area.

Fig. 16 compares the trajectory estimation performance over
baseline methods in Scenario (a) of Fig. 15 where the top-left
corner is cropped out from the training dataset. In Table VI,
we also report the trajectory estimation errors averaged over
the four cropped-out scenarios. From Fig. 16 and Table VI,
we have the following observations:
• Frame-based methods: The results underscore the inad-

equacy of frame-based methods in accurately capturing
the system dynamics.

• RNNs: While demonstrating partial understanding of dy-
namics, RNNs struggle with spatial placement, indicating
limitations in generalization.

• Our model with regular supervision: Despite higher local-
ization errors compared to training with the full square,
the model exhibits stronger generalization capability at

TABLE IV: Localization errors (m) for ∆Tw = 8 seconds
with dense supervision training for two different days.

Mean Median CDF@0.9

Day 1 0.28 0.01 0.66
Day 2 0.61 0.05 2.21

TABLE V: Localization errors (m) for extrapolation task.

Mean Median CDF@0.9

Non-extrapolation ∆Tw = 2 seconds 1.36 0.23 4.89
Extrapolation ∆Tw = 2 seconds 0.82 0.02 3.02

Non-extrapolation ∆Tw = 5 seconds 1.51 0.68 3.96
Extrapolation ∆Tw = 5 seconds 0.72 0.02 2.84

Non-extrapolation ∆Tw = 8 seconds 2.15 1.20 6.63
Extrapolation ∆Tw = 8 seconds 0.62 0.03 1.89

unseen locations, indicating the learned latent dynamics
can potentially lead to better generalization capability.

Table VI shows the localization error averaged over the
four cropped-out scenarios. Although the localization errors
are larger than those in Table I, the results clearly show
stronger generalization capability of our trained model at
unseen locations than the baseline methods.

TABLE VI: Average localization errors (m) over four cropped-
out scenarios in Fig. 15.

Mean Median CDF@0.9

SVR 4.64 4.42 6.89
FCNNR 4.92 4.58 8.08

RNN-Decay 3.73 3.95 5.56
RNN-∆ 3.68 3.87 5.48

DDND-RS (ours) 2.47 2.31 3.46

G. Extrapolation Performance

We aim to assess the flexibility of our decoder by evaluating
its performance on an extrapolation task. To measure its ef-
fectiveness, we compare the performance of the model trained
specifically for prediction and test it on extrapolation, against
training the model directly for extrapolation. Additionally,
we investigate the influence of different sequence lengths,
specifically ∆Tw = [2, 5, 8] seconds, to examine their impact
on the extrapolation results. By conducting this evaluation,
we can gain insights into the decoder’s ability to generalize
beyond the observed data and generate accurate extrapolations.
The comparison between prediction-trained and extrapolation-
trained models, along with the analysis of different sequence
lengths, will provide valuable information on the decoder’s
flexibility and performance in extrapolation tasks.

Fig. 13 shows the CDF of the localization error for the
different configurations. It shows when training prediction
models and testing them for extrapolation they become worse
the longer the sequence length. This shows it is difficult to
perform extrapolation if just training in a prediction fash-
ion, especially when the time window increases because
the extrapolation task becomes harder. However, when we
train for extrapolation, we have a huge improvement in the
performance. This highlights the flexibility of our framework
that can be trained for different specific tasks, thanks to the
querying freedom due to the use of neural ODE on the decoder
side. Table V further quantifies this analysis. It shows our
extrapolation method for the longest sequence exhibits quite
good performance, comparable to dense prediction tasks.
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Fig. 14: Visualization of the learned latent dynamics for the proposed method.

(a) (b) (c) (d)

Fig. 15: Visualization of four cropped-out scenarios for trajectory generalization at unseen locations: (a) top-left cropped, (b)
top-right cropped, (c) bottom-left cropped, (d) bottom-right cropped. Blue dots denote coordinates used for training; red lines
denote trajectories for testing.

(a) (b) (c) (d)

Fig. 16: Comparison of trajectory estimation in Scenario (a) of Fig. 15: (a) SVR (b) RNN-Decay (c) RNN-∆ (d) DDND-RS.

Our framework models the latent dynamics for the input
sequence of beam SNRs in a continuous-time fashion. This
provides a more robust and accurate representation of the

system dynamics, leading to an enhancement in extrapolation.
Besides, the presented method continuity is well-suited to
capture long-term dependencies in the data. This is particularly
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beneficial for extrapolation tasks, where understanding long-
term trends and dynamics is often crucial.

H. Interpretation of Learned Latent Dynamics

Here we inspect the learned latent trajectories by plotting
the first three dimensions of the latent space. In this case,
we fix the sequence length as ∆Tw = 8 seconds. The top
row of Fig. 14 shows estimated and ground truth trajectories
for three sequences from the test data. It is seen that the
estimation results follow relatively well the object coordinates
in various motion patterns. On the other hand, the bottom
row of Fig. 14 shows corresponding learned dynamics in the
first three dimensions of the latent space at the decoder side,
i.e., z(t) = z0 +

∫ t
t0
Od(z(t), t;θl)dt, of (15). Specifically,

we sample an initial value for the latent dynamics z0 for
each input sequence, and the learned latent dynamics are
computed using the sampled z0 and the same learned latent
ODE function Od(z(t), t;θl) in (15). From the visualized
results, it appears that the learned dynamics show sufficient
capacity to model distinct patterns using the same continuous
latent ODE functions.

VI. CONCLUSION

This paper tackled the challenging task of localizing objects
using intermittently sampled mmWave Wi-Fi beam training
measurements. We proposed a novel solution called the dual-
decoder neural dynamic framework. Through extensive per-
formance comparisons, we demonstrated notable performance
gains against baseline methods and provided a comprehen-
sive study of the proposed method. Our method is directly
compatible with upcoming Wi-Fi sensing standards, allowing
seamless integration between communication and sensing of
Wi-Fi devices in practical deployments.
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APPENDIX A
LSTM UPDATE STEP

Given the beam SNR bn at time step n and the auxiliary
variable h′n, one can use a standard LSTM unit to update the
latent variable

hn = R(h′n,bn;θ), n = 0, 1, · · · , N, (32)

where R(·, ·|θ) is implemented with the following process
(with abuse of notation)

c̃n = tanh (Wrcbn + Whch
′
n + bc) , (33)

fn = σ (Wrfbn + Whfh
′
n + bf ) , (34)

in = σ (Wribn + Whih
′
n + bi) . (35)

The above process consists of three gates:
• a memory gate of (33) uses the tanh function to combine

the auxiliary hidden state h′n and the current input bn
into a value range of (−1, 1).

• a forget gate of (34) also acts on (h′n,bn) but compresses
the value into (0, 1) with the sigmoid function σ(·) to
determine how much of the old memory should retain.

• an input gate of (35) compresses (h′n,bn) into another
value in between 0 and 1 and decides how much infor-
mation we should take from the new input bn,

along with weight matrices Wrc/rf/ri/hc/hf/hi and bias terms
bc/f/i. Then new hidden state hn in (32) is updated as

hn = tanh (ĉn)� on, (36)

where the new memory variable ĉn updates its “old” memory
ĉn−1 passing through the “current” forget gate output fn and
adds new memory cell c̃n weighted by the “current” input gate
output in:

ĉn = fn � ĉn−1 + in � c̃n, (37)

and the output gate on is computed as

on = σ (Wrobn + Whoh
′
n + Wco � ĉn + bo) . (38)

It is seen that the parameters θ in the LSTM update step is
given as θ = {Wrc/rf/ri/hc/hf/hi/ro/ho/co,bc/f/i/o}.
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